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Assoc. Prof. Dr. Devrim Ünay : ....................................................



ACKNOWLEDGEMENTS

I would like to express my sincere appreciation to my supervisor Assoc. Prof. Dr. M.
Alper Tunga for his unprecedented academic guidance, advice and encouragement. With-
out his patience and guidance, this thesis would not have been possible to accomplish.

Secondly, I would like to express my immense gratitude to Taha Yasin Toraman, who
provided me the necessary data for this thesis. Considering how hard it is to gather the
data from industry, I am really thankful to them.

My special thanks to my friends, especially Efsun Karaca and Ertunç Erdil for their com-
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ABSTRACT

A POLYNOMIAL MODELING BASED ALGORITHM IN TOP-N
RECOMMENDATION

Özge Yücel Kasap

Computer Engineering
Supervisor: Assoc. Prof. Dr. M. Alper Tunga

January 2018, 59 Pages

Recommendation is the process of identifying and recommending items that are more
likely to be of interest to a user. Recommender systems have been applied in variety of
fields including e-commerce web pages to increase the sales through the page by making
relevant recommendations to users. In this thesis, we pose the problem of recommenda-
tion as an interpolation problem, which is not a trivial task due to the high dimensional
structure of the data. Therefore, we deal with the issue of high dimension by representing
the data with lower dimensions using High Dimensional Model Representation (HDMR)
based algorithm. We combine this algorithm with the collaborative filtering philosophy
to make recommendations using an analytical structure as the data model based on the
purchase history matrix of the customers. The proposed approach is able to make a rec-
ommendation score for each item that have not been purchased by a customer which
potentiates the power of the classical recommendations. Rather than using benchmark
data sets for experimental assessments, we apply the proposed approach to a novel indus-
trial data set obtained from an e-commerce web page from apparels domain to present its
potential as a recommendation system. We test the accuracy of our recommender system
with several pioneering methods in the literature. The experimental results demonstrate
that the proposed approach makes recommendations that are of interest to users and shows
better accuracy compared to state-of-the-art methods.

Keywords: Recommender Systems, Purchase History Matrix, HDMR, e-commerce
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ÖZET

İlk-N Tavsiye Sisteminde Polinom Modelleme Tabanlı Algoritma

Özge Yücel Kasap

Bilgisayar Mühendisliği
Tez Danışmanı: Doç. Dr. M. Alper Tunga

Ocak 2018, 59 Sayfa

Tavsiye, bir kullanıcı için daha fazla ilgi çekici olan öğeleri tanımlama ve önerme işlemidir.
Tavsiye sistemleri, e-ticaret web sayfaları da dahil olmak üzere çeşitli alanlarda, kul-
lanıcılara ilgili öneriler yaparak satışları artırmak için kullanılmaktadır. Bu tezde, veri-
lerin yüksek boyutlu yapısından dolayı oldukça zorlu bir işlem olan tavsiye oluşturmayı
bir interpolasyon problemi olarak ortaya koymaktayız. Dolayısıyla, Yüksek Boyutlu
Model Gösterilim (YBMG) tabanlı algoritma kullanılarak, verileri daha düşük boyutlarla
temsil ederek yüksek boyut sorunu ile ilgileniyoruz. Müşterilerin satın alma geçmişi ma-
trisine dayanan veri modelini baz alan analitik bir yapı kullanarak tavsiyelerde bulunmak
için, bu algoritmayı işbirlikçi filtreleme felsefesiyle birleştirdik. Önerilen bu yaklaşım,
bir müşteri tarafından satın alınmamış her bir öğe için bir öneri puanı verebilmekte, bu
da klasik tavsiye sistemlerinin gücünü arttırmaktadır. Deneysel değerlendirmeler için
kıyaslama veri kümeleri kullanmak yerine, önerilen yaklaşımın bir tavsiye sistemi olarak
potansiyelini ortaya koymak için, hazır giyim alanındaki bir e-ticaret web sayfasından
elde edilen ve daha önce hiç bir akademik çalışmada kullanılmamış olan özgün bir endüs-
triyel veri kümesi kullanılmıştır. Tavsiye sistemimizin doğruluğunu, literatürde bulunan
birkaç öncü yöntemle test ettik. Deneysel sonuçlar, önerilen yaklaşımın kullanıcıların
ilgi alanına giren tavsiyeler sunduğunu ve en yeni yöntemlere kıyasla doğruluk ve tahmin
gücü bakımından daha iyi olduğunu göstermektedir.

Keywords: Tavsiye Sistemleri, Satın Alma Geçmişi Matrisi, YBMG, e-ticaret
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1. INTRODUCTION

In recent years, for their usage on e-commerce Web sites, recommendation systems have

become extremely common. Among a set of existing choices, recommendation systems

can help people to recognize their interests (Véras et al., 2015). They use user behaviors

such as items purchased and numerical ratings given to those items. Almost every day,

when we are at work, at home or on the way to somewhere, we use e-commerce sites to

purchase things. These e-commerce web sites use recommendation systems for multiple

reasons like to attract the users, increase the sale amount or to come in first in the market.

It is really challenging to find the information people need because of the information

overload on the web (Polatidis & Georgiadis, 2016). As a result of this, many people

find it annoying to look online what they need. Recommendation systems have changed

the way people find information, products, and even other people. They study patterns of

behavior to know what someone will prefer from among a collection of things that have

never experienced by this person. These systems can be considered as social navigation

as well, following in the footsteps of others to find what you want. The concept of social

navigation more generally gets into the idea of social information reuse which states that

we can learn from each other. Most recommendation algorithms use this logic to model

the data and find a set of customers whose purchased and rated items overlap the user’s

purchased and rated items. Nowadays, many companies use tools named ”automatic rec-

ommendation systems ”. These tools can be classified as decision tools. They attempt to

analyze purchase history of a customer and try to identify items the customer may buy in

the future. Most of researches today, attempt to recommend products using ratings data

model and a limited number of researches uses binary data model. In software engineer-

ing, forming a data model by using some basic modeling techniques for an information

system is known as data modeling. Because of the computational complexities, if the data

has higher dimensions, it becomes much more difficult to find and represent an analytical

structure with standard interpolation techniques. When finding solutions for different ar-

eas of engineering problems, there are a lot of methods that can be used. Using standard



interpolation methods is just one of them but it can cause some numerical problems when

the dimensionality increases. When the issue is the curse of dimensionality, it impulses

scientist to develop a divide-and-conquer methods. High Dimensional Model Represen-

tation (HDMR) is an competent technique which is constructed by decomposing a multi-

variate function into a constant term, N number of univariate components and N(N-1)/2

number of bivariate components and so on. There are various HDMR-based methods that

other scientists developed for different research areas. According to the structure of the

given problem, each HDMR method can have different technical problems. In this thesis,

we propose a hybrid recommendation system approach that is based on HDMR and col-

laborative filtering. This new algorithm is called “Recommender HDMR (R-HDMR)”. In

our approach, we store items that have been purchased by each customer together with the

purchase quantity of each item. Given a customer that is targeted for recommendation,

the target customer, we find the similar customers using collaborative filtering philoso-

phy. Then, we fit a model to the data that keep the purchase history of the target customer

and the most similar customers using Recommender HDMR with Lagrange interpolation.

Given an item that has not been purchased by the target customer, the motivation of using

interpolation is to estimate the purchase quantity of this item for a particular customer.

Then, we recommend top-N items that have the highest purchase quantities to the cus-

tomer. However, interpolating to a high dimensional data is not a trivial task due to the

computational inefficiency of the interpolation methods (Tunga & Demiralp, 2009) which

we solve by using HDMR philosophy (Tunga & Demiralp, 2009; Tunga, 2011). Eventu-

ally, the main aim of this research is to use Recommender HDMR for making categorical

recommendations based on a specific time period.

The main objective of this thesis is to develop a reliable recommendation system that can

uncover the unseen products for the target user that the user will probably find interest-

ing. Secondly, we are interested in measuring how the state-of-the-art recommendation

algorithms perform with respect to our approach. The challenge, however, various rec-

ommendation systems have been developed nowadays for different domains. Therefore,

it is necessary to build a high quality recommendation system for more accurate results.

2



Another important challenge is that we are trying to model human behavior which is very

complex. It is particularly more complex when the issue is recommending something to

a customer.

To this end, the major contributions of this thesis is three-fold. First, we propose an

interpolation-based recommendation system that exploits the collaborative filtering and

the Indexing HDMR method. Second, to the best of our knowledge, interpolation-based

recommendation systems have not been proposed in the literature. Third, we apply the

proposed method to a novel data set that have not been used prior to this work for recom-

mendation.

3



2. LITERATURE REVIEW

This chapter examines the literature and refers to the mostly used and known recommen-

dation systems in the academic domain.

In the literature, several types of recommendation systems have been proposed that are

differ from each others in terms of the data that have been applied and the underlying

method used to generate recommendations (Campos et al., 2014). Tapestry (Resnick

et al., 1994) is the first recommendation system designed to recommend documents from

newsgroups. The thesis also introduces the term collaborative filtering as they use social

collaboration to help users with large volume of documents. Konstan and Riedl state that

there are a lot of different ways to get recommendations (Konstan & Riedl, 2012).

In 1990s, after the first collaborative filtering paper has been published, recommendation

systems became a very significant research area (Resnick et al., 1994). As mentioned

before, RSs help people to find interesting or helpful contents according to their desire

basically using data mining algorithms. Since the first attempt of developing a RS, engi-

neers try to overcome some difficulties or problems there system have.

Figure 2.1 displays the distribution of recommendation system research papers by publi-

cation year and the corresponding application fields. AS it can be seen from the figure,

there is decrease in nearly all of the fields around 2006. Despite that, starting from 2007

to until today, the researches have started to be extended especially in the fields of movie

and shopping.

Since collaborative filtering is generally used to generate recommendations, when we look

at the literature we can see several examples of it. GroupLens uses a big database of news

to recommend articles to users using collaborative methods (Park et al., 2012). Ringo

which is a social information filtering for music recommendation, also uses collaborative

filtering approach to build recommendations based on the user ratings for music albums

(Chen et al., 2008). Amazon, which is one of the biggest e-commerce web site, developed

4



Figure 2.1: Distribution of recommendation system research papers by
publication year and application fields

Source: (Park et al., 2012)

its own recommendation system by generating a table of similar items offline and makes

an online recommendation using this table and users’ purchase history matrix which is

a nxm matrix where n expresses the number of customers and m represents the number

of items. Values in this purchase history matrix can represent the number of purchases,

ratings or it can be either 0 (unliked/not purchased) or 1(liked/purchased). The structure

of this matrix can be changed according to the problem definition. The structure of the

purchase history matrix used in this thesis is explained in detail in chapter 3.

When it comes to content-based recommendations, Letizia tries to predict web-pages

which might be interesting for a target user by tracking the browsing pattern (Lieberman

et al., 1995). Using the naive Bayesian classifier, Pazzani et al (Pazzani, 1999) developed

an agent to forecast different web pages that can awaken user’s interest. This agent grants

the users to give a rating to several different web pages while creating the recommenda-

tions.

To avoid several limitations of these two filtering approach, a hybrid prediction technique

5



was developed by Ghazantar and Pragel-Benett (Ghazanfar & Prugel-Bennett, 2010). I

this method, user profiles are used to find similar users to make recommendations. An-

other example is from an information filtering agent, which was combined with collab-

orative filtering to create a hybrid framework (Sarwar et al., 1998). By Cunningham et

al. a sophisticated yet simple method was proposed by combining content-based and

collaborative filtering approaches(Cunningham et al., 2001). Konstas et al. developed a

music recommendation system by integrating number of plays, social relationships and

the tagging information (Konstas et al., 2009). Lee and Brusilovsky planted social in-

formation into collaborative filtering approach to discover neighbor number that can be

automatically connected on a social platform (Lee & Brusilovsky, 2010). Condiff et al.

introduced a framework using Bayesian method that compounds user ratings and item

features (Condli et al., 1999).

When we look at the real-world recommendation systems, which are frequently cited

by the academic domain, MovieLens, LIBRA and Dooyoo are the popular three ones.

Table 2.1 summarizes the popular recommendation systems, the algorithms they use, their

features, advantages and disadvantages.

In order all of these systems to work effectively, the key point is data. These systems

cannot function accurately unless user profiles or recommendation models are well con-

structed. The user profiles represent interests and preferences and they allow users to be

modelled. The system needs to get as mush as from the user. For reasonable recom-

mendations, each system can rely on different type of data. The data can be gathered

explicitly, implicitly or as hybrid feedback.

In explicit data collection, the system asks the user to give ratings for items. The quality

of these ratings directly affect the recommendation accuracy. Even though this type of

feedback does not extract preferences from user actions, it requires great amount of effort

from the users which results having more reliable data (Buder & Schwind, 2012). On

the other hand, the implicit systems automatically gathers preferences from user actions

like click actions, time spend on the system, browse history, purchase history and so on.

6



Table 2.1: Features of popular recommendation systems

System Method Features Pro/Con
MovieLens Collaborative fil-

tering
Asks the user to
rate movies, finds
similar profiles,
uses stochastic
and heuristic
methods for
profile matching

Easy to explain how
recommendations are
populated

LIBRA Content-based
filtering and
machine learning

Uses
Bayesian text-
categorisation
machine learning
techniques to
build models of
user preferences
relative to a
specific item

Easily produce expla-
nations, inappropriate
to non-textual items
like images or video

Pandora Deep item analy-
sis

Represents user
preferences as
collection of
items

Low cost of entry for
the user

Amazon Personalised,
social and item
based approach

Recommendations
are based on
items other users
purchased

Aims to add more
items to users shopping
cart, overcomes the
cold-start problem

Dooyoo Hybrid system Qualitative opin-
ions are taken
from users, dis-
plays the result
like search en-
gines, creates
similar user
groups

Easy to understand, re-
quires each item to be
reviewed and rated

Source: (Fournier, 2011)

Despite the fact that implicitly collected data decreases the user effort, it is less reliable. To

combine the advantages and minimize the weaknesses of these methods, hybrid feedback

collection is always an option.

When we think about the real world data, it is very huge and sparse. Working with this

7



kind of data, brings up some problems like dimension reduction. Most recommendation

systems represent customers and items as vectors and generates a matrix accordingly.

Since in real world the number of customers and items are huge, this matrix will be huge

and sparse too. To analyze and organize such data is expensive and not easy. The main

aim of this thesis is to use HDMR philosophy to make personalized recommendations

based on the purchase history of a customer by constructing the analytical structure of the

data.

The other leg of this thesis is implementing the HDMR philosophy to make recommen-

dations. HDMR is a mathematical based divide and conquer algorithm and its structure

can be affected by the data set. HDMR is an competent technique which is constructed

by decomposing a multivariate function consisting of N independent variables into less

variate functions starting with a constant term and followed by 2N − 1 number of terms

with increasing number of independent variables. In 1993, the first HDMR method was

proposed by I.M. Sobol (Sobol, 1993). Following Sobol’s work, many HDMR based

methods were developed by Rabitz Rabitz & Aliş (1999); Alış & Rabitz (2001); Li et al.

(2002b) and each of them were used for different purposes such as data modeling (Tunga

& Demiralp, 2008; Tunga, 2011; Tunga & Demiralp, 2012b), weight and parameter op-

timization (Demiralp & Tunga, 2015; Tunga & Demiralp, 2012a), parallelization (Kanal

& Demiralp, 2012), sensitivity and reliability analysis (Cooling et al., 2016; Fang et al.,

2015; Balu & Rao, 2014) and approximation (Özay & Demiralp, 2014; Li et al., 2015;

Li & Rabitz, 2014, 2012; Huang et al., 2015; Hu et al., 2014). Image processing is an-

other research area which is an up-to-date topic on the implementation of HDMR based

algorithms (Altin & Tunga, 2014; Tunga, 2014; Karaca & Tunga, 2016).

To name a few, there is ANOVA-HDMR (Rabitz et al., 1999; Shorter et al., 1999) which

is used in the statistics, CUT-HDMR (Li et al., 2001a,b) which uses multivariate function

values on lines, planes and hyperplanes passing through a cut center and RS-HDMR (Li

et al., 2002a, 2003b,a; Wang et al., 2003) where rs stands for random sampling. These

techniques were used in financial applications, risk analysis researches, econometrics ap-
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plications and some chemical applications.

M. Demiralp gathered a group of students and lecturers to develop different HDMR based

methods since 2000. There are many HDMR types developed by this group for differ-

ent kinds of scientific problems (Demiralp, 2003; Demiralp & Tunga, 2001). Factor-

ized HDMR (Kurşunlu & Demiralp, 2003; Alper Tunga & Demiralp, 2004), Logarith-

mic HDMR [24, 25] and Hybrid HDMR (Tunga & Demiralp, 2003a, 2006; Demiralp &

Tunga, 2003), which is the combination of Factorized and Logarithmic HDMR, are to

name a few. These methods were applied to many different areas of engineering analy-

sis. In these developed methods, weight function is multiplicative, which is not realistic.

For this situation, Generalized HDMR (Tunga & Demiralp, 2003b; Kanmaz & Demiralp,

2003) was developed. Cut HDMR (Li et al., 2001b) has been developed in response to

the fact that a number of very high input-output sequences are available. Multicut-HDMR

(Li et al., 2004) which is the general state of this method was also developed. In addition

to these mentioned methods, there are also RS-HDMR (Li et al., 2003a, 2002a), Trans-

formational HDMR (Demiralp, 2006) were developed.

These HDMR methods are used in algebraic eigenvalue problems, modelling, Schrödin-

ger’s equation, hyperrotation based applications, optimal control of harmonic oscillator,

multivariate diffusion equation, Laplace transform applications, exponential matrix eval-

uation, evolution operators, parametric sensitivity analysis and so on Tunga & Demıralp

(2008); Baykara & Demiralp (2003); Akkemik & Demiralp (2003); Civlekoğlu & Demi-

ralp (2003); Fırat et al. (2003); Kaman & Demiralp (2003); Şenol et al. (2003); Yaman &

Demiralp (2003, 2004); Kaman & Demiralp (2004). With HDMR, rather that specifying

the analytic structure of the function, the values of the multivariate function can be given

as a finite number of points. These nodes can be shown by the cartesian product of the

given values, which has N -tuples, for each independent variable. If the interpolation con-

tains the values of the function f(x1, . . . , xN) on this cartesian product’s elements, then

HDMR can be used. The HDMR philosophy is explained in more detail in Section 4.1.8.
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3. DATA PREPARATION

Constructing a relationship between the products and users, and making decisions to find

the most appropriate product for them is the main idea behind the recommendation sys-

tems for e-commerce. These kinds of recommendation systems includes usually three

steps. First step is to acquire preference from customers’ purchase data, second step is to

compute the recommendation using proper techniques or algorithms and finally the last

step is to present the recommendation results to the customer. In order to make qualified

recommendations, the data should be modeled well.

In this thesis, the data set is obtained from an e-commerce web page which deals with

apparels domain for woman. The item catalog of this company contains evening dresses,

sportswear, swimwear, accessories, bags, outerwear and regular clothing like dresses, tops

like vest and jacket, bottoms like skirts and pants and knitwear. This company has been

actively involved in the market since 2012. Lately, it also offers shopping opportunities

for overseas customers. This web page currently is not using any recommendation system

and the data they shared with us, has never been used in any research before. There were

some handicaps of this data. It was really unorganized, difficult to understand and is not

suitable for most of the data mining techniques and plain HDMR method. The owner

of this e-commerce page sent the data separately for each month of a year. Therefore,

multiple data sources are combined to obtain one big data set. The data had too many

attributes, some of them were unnecessary. Thus, only the relevant ones to the analysis

were retrieved.

At the end of these data selection and integration steps, the data set consists of purchasing

data, purchase quantity, price and user names. The data set is imported to MS SQL

Server Management Studio to manipulate. There are 1123 unique customers, 1600 unique

products and a total of 183514 purchases in the data set. Originally, the data set has

more products and more customers. However, there were noise and some outliers, we

performed data cleaning to remove these inconsistent data. Table 3.1 shows the summary
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Table 3.1: Summary of the data set

Number of customers 1123
Number of products 1600
Number of purchases 183514

Number of models 65
Number of categories 14

Number of color values 17
Number of price ranges 14

of the data.

Products were represented by a very long textual product name. In order to create at-

tributes for HDMR method, this product names were divided into models, types and col-

ors which were available in the product name. All of the product names start with the

brand name (which was not used in the modelling process), then the type of the product

(e.g. if it is a pant or a skirt), then the model of the product (e.g if the product is a pant, is

it skinny leg or straight cut), then the color of the product (e.g a black or a blue skirt) and

finally the size of the product (e.g large or medium) which is not used in the modelling

phase.

Each row of the data set consists of customer name, product name, purchase quantity and

price columns. The product name column includes information about brand, type, model,

size and color of the product. We have re-structured the data set to be able to process for

generating top-N recommendations. Table 3.2 shows a simple database with records (i.e.,

”rows”) that describe an order before restructured.

To be able to work on this data, as a first step, it was restructured. To restructure the data,

the product name values are divided into words by a java program. Then the brand and

size values are ignored since they will not be used while modeling the data. Rests of the

words are used to determine the product type and model values. Each category item has a

unique id number from 1 to number of items in that category as shown Table 3.3. Only the

color value are sorted according to the color scale, rest of them are created randomly. The
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Table 3.2: Sample records of the data set from the apparels
domain

CustomerName ProductName Price(TL) Quantity

xxx
Boat Neck Dress-
Blue EO41025-17 40 80 2

xxx
Bicycle Collar Tunic-
Pink 8271-008-43 38 40 1

yyy
Crew Neck Tunic-
Pink 8300-049-43 38 120 1

Table 3.3: Category details

Categories Values

Category1 (types)

{pant=1, skirt=2, tunic=3, dress=4,
topcoat=5, catsuit=6, jacket=7, blouse=8,
shirt=9, vest=10,tracksuit=11, overalls=12,
vest=13, ferace=14}

Category2 (models)

{classic cut=1, skinny leg=2,
bell bottoms=3,straight cut=4,
flared=5, round collar=6,
sharp collar=7, crew neck=8,
asymmetric=9, shirtwaist=10,
neckband=11, hoodie=12,
double-breasted=13, v neck=14,
dressy=15, casual=16, . . . ,
pajamas=65}

Category3 (colors)

{white=1, yellow=2, powder color=3,
beige=4,salmon=5, orange=6,
red=7, claret red=8, pink=9,
coral=10, purple=11, blue=12,
green=13, mink=14, brown=15,
grey=16, black=17}

Category4 (price range)

{0-19.99=1, 20.00-29.99=2, 30.00-39.99=3,
40.00-45.99=4,46.00-50.99=5, 51.00-60.99=6,
61.00-69.99=7, 70.00-79.99=8, 80.00-89.99=9,
90.00-99.99=10, 100.00-119.99=11,
120.00-159.99=12, 160.00-499.99=13,
>500.00=14}

color values are ordered according to the Munsell colour system (Munsell et al., 1950).
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Table 3.4: Restructured product database example

CustomerId Type Model Color Price Range Quantity
1 4 21 12 9 2
1 3 18 9 4 1
2 3 8 9 12 1

Next, each customer designated with a unique id number. Then, each product categorized

according to the color, model and type using a java program. In the data, we have 65

models, 14 types, 17 color values and 14 price ranges. The java code simply retrieves the

product names and assigns unique values to each type, model and color value. For the

price values, different price ranges was determined, having nearly same number of items

in each range, and assigned a value accordingly.

The restructured data version for Table 3.2 is shown in Table 3.4. The column names

(e.g., Type or Color) are properties of products. These properties can also be called ”char-

acteristics ”or ”variables ”. Each record contains a value for each attribute.

After a few trials, we decided to normalize this data set by scaling values between 0 and

1, in order to have the same range of values for each of the variables to increase the

efficiency. Each variables range is set to [0 − 1] and the values are calculated using the

normalization formula below, where m1 = 14, m2 = 65, m3 = 17 and m4 = 14, and x1,

x2, x3, x4 represent the values in each category (type, model, color, price range). Also,

x
(j)
i and z(j)i correspond to the unnormalized and the normalized values, respectively.

We perform this normalization process for every dimension in our dataset. This process

helps us to obtain a unit Gaussian distribution, having a mean of 0 and a standard deviation

of 1, for every dimension. Hence, regardless of the distribution of the data set, our method

behaves as if it were derived from this distribution. So, we can expect to obtain similar

results with other data with different distributions.

z
(j)
i =

x
(j)
i −min(xi)

max(xi)−min(xi)
, 1 ≤ i ≤ 4, 1 ≤ j ≤ mi (3.1)
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Table 3.5: Normalized category details

Categories Values

Category1 (types)

{pant=0, skirt=0.077, tunic=0.154,
dress=0.231, topcoat=0.308, catsuit=0.385,
jacket=0.462, blouse=0.538, shirt=0.615,
vest=0.692, tracksuit=0.769, overalls=0.846,
vest=0.923, ferace=1}

Category2 (models)

{classiccut=0, skinnyleg=0.016,
bellbottoms=0.031, straight cut=0.047,
flared=0.063, roundcollar=0.078,
sharpcollar=0.094, crewneck=0.110,
asymmetric=0.125, shirtwaist=0.141,
neckband=0.156, hoodie=0.172,
double-breasted=0.186, vneck=0.203,
dressy=0.219, casual=0.25 . . . pajamas=1}

Category3 (colors)

{white=0, yellow=0.063, powder color=0.125,
beige=0.186, salmon=0.25, orange=0.313,
red=0.375, claret red=0.438, pink=0.5,
coral=0.563, purple=0.625, blue=0.686,
green=0.75, mink=0.813, brown=0.875,
grey=0.938, black=1}

Category4 (price range)

{0-19.99=0, 20.00-29.99=0.077,
30.00-39.99=0.154, 40.00-45.99=0.231,
46.00-50.99=0.308, 51.00-60.99=0.385,
61.00-69.99=0.462, 70.00-79.99=0.538,
80.00-89.99=0.615, 90.00-99.99=0.692,
100.00-119.99=0.769, 120.00-159.99=0.846,
160.00-499.99=0.923, >500.00=1}

According to the categories in Table 3.5, purchase history matrix, shown in Equation 3.2,

for each customer is created.

PurchaseHistory =



type1 model1 color1 price1

type2 model2 color2 price2

type3 model3 color3 price3
...

...
...

...

typen modeln colorn pricen


(3.2)
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In this matrix, each column represents a category and each row represents an item. The

numbers in the matrix are the category item numbers and they will be used in R-HDMR

algorithm as the training node values and the total number of different values that the orig-

inal space parameters (each category) can take on are 65, 17, 14, and 14 respectively for

each category. We know that Customer xxx purchased Boat Neck Dress-Blue EO41025-

17 40 and Bicycle Collar Tunic- Pink 8271-008-43 38. This customers’ purchase matrix

is shown below.

Customerxxx =

0.231 0.313 0.686 0.615

0.154 0.266 0.5 0.231

 (3.3)

In our approach, we represent each customer with the customer’s purchase history ma-

trix and purchase quantity vector. Then, we exploit these matrices and corresponding

vectors for recommending top-N items to a particular customer. In the purchase history

matrix, each row contains the information about the purchased item and each row of the

corresponding quantity vector stores number of times that the item purchased by the cor-

responding customer. We represent purchase history matrix and the purchase quantity

vectors by Ck and ϕj for the kth customer, respectively. For instance, Customer xxx

(where k=1) has purchased the item Boat Neck Dress-Blue EO41025-17 40 for 2 times

and the item Bicycle Collar Tunic- Pink 8271-008-43 38 for only 1 time. Then, the pur-

chase history matrix and the purchase quantity vector of the kth customer are written as

follows:

Ck =

0.231 0.313 0.686 0.615

0.154 0.266 0.5 0.231

 , ϕk =

2

1

 (3.4)
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4. METHODS

In this chapter, we gave a general overview of recommendation systems and the basic

approaches of recommendation generation. In addition, mathematical background of

HDMR is also given.

4.1 RECOMMENDATION SYSTEMS

The issue of information search and selection has become increasingly ineligible because

of the growth of online environments; users are bored by suggestions which they may not

have the time or knowledge to assess (Gavalas et al., 2014). Researchers tend to develop

more effective recommenders in the cause of the technology used for recommendation

systems (RS) being grown over the past years into a rich collection of tools. RSs are soft-

ware tools used to provide recommendations to be helpful to a specific user (Ricci et al.,

2011). Tapestry was the first recommendation system designed to recommend documents

from newsgroups. The authors also introduced the term collaborative filtering as they

used social collaboration to help users with large volume of documents (Resnick et al.,

1994). A RS must be reliable providing good recommendations and showing informa-

tion about the recommendations. Another important point of RSs is the way they should

display the information about the recommended items:

a) The recommended item must be easy to recognize by the user

b) The item must be easy to assess

c) The ratings must be easy to understand and meaningful

d) Explanations must provide a quick and easy way for the user to evaluate the recom-

mendation.
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The personalization of recommendations can be different for each site. Galland (Galland

& Cautis, 2010) classified the recommendations into four groups; generic group where ev-

eryone gets recommendations, demographic group where everyone in the same category

gets the same recommendation, contextual group where only the current activity affects

the recommendation and persistent group where recommendation depends on long term

interest. Konstan and Riedl (Konstan & Riedl, 2012) state that there are a lot of differ-

ent ways to get recommendations. The most frequently used ways are depend on the

previous knowledge of alike users or alike contents. Mostly used versions of these algo-

rithms are called collaborative filtering and cluster models. These algorithms use items

of these similar customers and when the purchased items by this user are eliminated, a

recommendation is made to the user from the remaining item list. The main approach

in these algorithms is ”people who agreed in the past, will agree on future too ”. The

recommendation problem consists of suggesting items that should be the most appealing

ones to a user according to her preferences. In the literature several types of RS have

been proposed, varying, e.g. in the types of data used, and in the methods with which

recommendations are generated (Campos et al., 2014). While designing a recommenda-

tion system, one approach, that has seen wide use, is collaborative filtering (Breese et al.,

1998). The main idea of collaborative filtering is ”similar users share similar interests

”(Moradi & Ahmadian, 2015). If the number of distinct products is represented by N ,

each customer is symbolized by an N -dimensional vector of items in collaborative fil-

tering algorithm (Linden et al., 2003). If the items are purchased or positively rated, the

components of the vector are positive and if the items are rated negatively, the compo-

nents of the vector are negative. The algorithm finds best similar customers to the user

and generated recommendations accordingly. Many different ways can be used to find the

similarity between two customers as explained in 4.1.7. Like the similarity methods, there

different kinds of techniques that can be used by the algorithm to select recommendations

from the similar customers’ items. Most common one is to calculate how many customers

purchased it and then use that value to rank each item. In cluster models, generating rec-

ommendations are treated like a classification problem. The algorithm splits customers

into numerous segments. Using these segments the algorithm tries to find the most simi-
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lar customers to the user. When the segments containing the most similar customers are

found, the user is assigned to that segment. These segments are formed mostly using a

clustering or any other unsupervised learning techniques. Once the algorithm generates

the segments, vectors that summarize each segment are formed and the similarity between

the user and these vectors are computed. Then the segment with the strongest similarity

is chosen to classify the user. The third approach, called content-based filtering, rather

than finding similar customers it focuses on finding similar items. Content-based filtering

methods are basically based on two things. One of them is a description of the item and

the other one is the profile of the user’s preference (Brusilovski et al., 2007). For each

of the user’s purchased and rated items, the algorithm attempts to find similar items. In

content-based filtering, the main aim is to find other common items by the same author,

category and publisher or with similar keywords. For instance if a customer purchases a

book, the system might recommend other books with the same category, other books with

the same author, or other books published by the same publisher. This approach was first

used in information recovery field by comparing text document contents and user profiles

(Moreno et al., 2016). At amazon.com, to personalize the web site for each customer, they

use recommendation algorithms (Linden et al., 2003). Their algorithm is called item-to-

item collaborative filtering. The algorithm matches each of the user’s purchased and rated

items to similar items rather than matching the user to similar customers. Then a recom-

mendation list is formed using those similar items. After finding items that the customers

tend to buy, the algorithm builds a similar-item table. Most similar match for a given item

is determined by the algorithm using this similar-item table. The following iterative algo-

rithm (Linden et al., 2003), provides an approach by calculating the similarity between a

single product and all related products:

For each item in product catalog, I1

For each customer C who purchased I2

For each item I2 purchased by customer C

Record that a customer purchased I1 and I2

For each item I2
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Compute the similarity between I1 and I2

It is possible to compute the similarity between two items in various ways, but as men-

tioned earlier, a common method is to use the cosine measure. In this algorithm, each

vector corresponds to an item, and the vector’s M dimensions correspond to customers

who have purchased that item. By developing a customized shopping experience for each

customer, recommendation algorithms provide an effective form of targeted marketing.

The main aim of this research is to use IHDMR philosophy to make categorical recom-

mendations based on a specific time period.

A typical scenario for a recommendation systems is basically a Web application where

the target user can interact. Generally, the Web application, the system, introduces a list

of items to the user and the user chooses among these items which he or she wants to

get more detail or simply wants to purchase. This Web application can simply be an

e-commerce site, online news sites, movie rental sites and etc.

Another way to look at recommendation problem, is to look at it as an instant of a data

mining problem, where you have the data preparation step like feature selection, dimen-

sionality reduction or normalization, then you have a data mining step where you apply

all the machine learning methods like clustering, classification and rule mining and so on.

Further more, you have the postprocessing step like filtering, visualization and etc.

Most of the recommendation systems are based on the collaborative filtering and the

content-based models (Breese et al., 1998) in the literature. In the following sections,

we introduce the basic approaches of recommendation generation shown in Table 4.1.

4.1.1 Collaborative Filtering

Collaborative Filtering (CF) is the most common technique in literature for recommen-

dation generation. CF is used when we recommend things based on past user behaviour.
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Table 4.1: Recommender approaches

Name Description
Collaborative Filtering Recommend items according to users with sim-

ilar tastes
Content Based Recommend items that the user preferred in the

past
Personalized Learning to Rank Ranking problem

Social Recommendations Trust based
Hybrid Combination of above

This approach is you do not need any domain expertise, which means you do not need to

know if you are recommending books, movies or music. The idea behind this approach

is leveraging the relation between users as shown on Figure 4.1. There are two kinds

of CF approaches, user-based and item-based approach. Neither of them needs to have

any information about the items. The main idea of collaborative filtering is “similar users

share similar interests”(Moradi & Ahmadian, 2015). The collaborative filtering-based

algorithms exploit the most similar customers to a user and generate recommendations

accordingly. There are many different ways of measuring the similarity between two cus-

tomers where the cosine similarity is the most commonly used metric. Once the similar-

ity information between the customers is obtained, the problem becomes recommending

items purchased by the similar customers. The most intuitive approach is to recommend

items that have been mostly purchased by the most similar customers.

In the item-based approach, recommendations based on the similarity between items but

that similarity is based only past user behaviour. Basically, the main idea is leveraging

what users did in the past to infer a similarity function between items.

In collaborative filtering, each customer is represented by anN -dimensional vector which

carries the rating information for each item among N of them (Linden et al., 2003). Each

user has a list of items with associated opinion, which is whether a user liked an item

or not. Usually CF is applicable with explicit data, which contains the rating score for

items. In addition the data, an active user whom the recommendations are generated for,
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Figure 4.1: Collaborative filtering approach philosophy

Source: (Felfernig et al., 2014)

which is the target user, sa metric for measuring similarity between users and a method

for selecting a subset of users are needed.

The basic steps for CF are;

a) Set of ratings for the target user

b) Set of users most similar to the target user

c) Items there similar users liked/purchased

d) Generate a rating that would be given by the target user to the items

e) Based on these predicted ratings, recommend a set of top-N items

Like every approach, CF has some advantages and disadvantages. As an advantage, CF

requires minimal domain knowledge. You can apply the same method independently

what you are recommending. You do not have to have ant internal or structural definition

for the items and in most cases it generates good enough recommendation results. the

disadvantages are, you need a large number reliable of data. In addition, you need items

to be standardized in this data.
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CF can be personalized or non-personalized. In personalized CF, predictions are based

on the ratings expressed by similar users and similar users are different for each target

user. However in non-personalized CF, recommendations are generating by averaging the

recommendations of all the users, which means recommending the most popular, most

selling items.

Since recommendation generation is a part of data mining, clustering, artificial neural net-

works and association rule mining are the most used algorithms for this domain. Some

collaborative filtering-based recommendation systems can be found in (Linden et al.,

2003; Sarwar et al., 2001; Resnick et al., 1994). In this thesis, Collaborative Filtering

philosophy is used, which is explained in more detail in the Chapter 5.

4.1.2 Content-Based Filtering

Another type of recommendation system known as content-based filtering focuses on

finding the similar items rather than finding the similar customers. In Content-Based Fil-

tering approach, what the user did on the past is not important, it is completely based

on the domain knowledge, knowing what the items are, what they mean. Algorithms

basically try to find similarity functions that describe items that are similar based on the

descriptions of the items. According to the item descriptions the algorithms identify prod-

ucts that might be interesting for a user (Pazzani & Billsus, 2007). In other words, we get

recommendations based on our past purchases or browses.

This approach is first used in information recovery field by comparing text document

contents and user profiles (Moreno et al., 2016). Content-based filtering methods are

mostly consider two criteria: the description of the item and the profile of the user’s

preference (Brusilovski et al., 2007). For each of item that have been purchased or rated

by the user, the algorithm attempts to find the similar items. For instance, if a customer

purchases a book, the system might recommend other books in the same category, written

by the same author, containing the similar keywords or published by the same publisher.
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Figure 4.2: Content-based filtering approach philosophy

Content-based filtering algorithms needs data that the users provide. This data can be

collected either explicitly (for instance rating data) or implicitly which means clicking a

link and etc. One of the key points in this approach is the creation of user profiles, which

is used to generate recommendations. As shown on Figure4.2, user profiles are created

through the data that the user provides by interacting with the web page. The more data

the user provides, more accurate recommendations he or she gets. Item content is also

an important key for content-base algorithms. The content of an item are attributes or

characteristics of it. For instance genre of a film, author of a book and so on. Based on

previously purchased item content, we can get similar recommendations.

One of the advantages of this approach is that users get highly suited recommendations

since content-based recommendations rely on only the content of items themselves. Un-

like the black-box process of CF, users can easily understand why they are getting that

recommendation. This approach also avoids the cold-start problem CF has since not much

data is needed to start recommending. In addition to these advantages, new items in the
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catalog can be recommended to the users immediately because in content-based filtering

it is not required other users interaction with an item before it gets recommended.

On the other hand, there are several challenges. First of all, the biggest problem is di-

versity. It is very important for a recommendation system to produce novel results which

means users what to see items that they was not expecting. As mentioned before, in

content-base approaches domain knowledge is enough. However content-based recom-

menders are common for text based data. Therefore, the data should be well organized in

order to create user profiles which raises scalability as a second challenge. Related works

about content-based filtering can be found in (Van Meteren & Van Someren, 2000; Basu

et al., 1998; Zeng et al., 2003).

Due to the content of our data, content-based approach was not applicable for this thesis.

4.1.3 Personalized Learning to Rank

The final goal of most recommendation systems is to produce a ranking. A set of possible

items are available to present to the target user and an order list or a ranking of these

items has to established. Popularity, which means recommending the most popular items

is always a good idea. Users commonly pay attention to the few items at the top of the

recommendation list. Hence, the challenge is to rank the most relevant items as high as

possible in this list. In this approach, the main aim is not trying to produce a rating score.

Instead, the order is important. Learning to rank problems can also be considered as a

standard supervised classification problem by contracting a ranking model from the data.

It can be said that learning to rank models are divided into two categories, point-wise and

pair-wise ranking methods.

Point-wise ranking models are CF algorithms that uses preferences scores of each items

to learn a ranking model (Koren & Sill, 2011). On the other hand, if the CF algorithms

are developed considering the preferences of each user to a pair of items, they can be

classified as pair-wise learning to rank methods (Karatzoglou et al., 2013).
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4.1.4 Social Recommendations

Social recommendations are different from the above mentioned approaches. They are

also called Trust-Based Recommendation Systems. The basic idea for these approaches

is to use explicit connection between users to define a notion of trust. The relation between

users are not based on the correlation of item they purchased or liked or watched. The

basic concept of this approach is trust. If a user has a high level of trust in another user,

whatever the second user likes, the target user will also like. The trust concept is not in the

traditional sense, its trust in the sense of how much you trust the recommendation from

the other users. The trust in recommendation systems is usually used to explain similarity

in opinions. The trust is used as a way to give weight to a user. Social connections of

users can also be used.

Social recommendation systems uses trust as a score or combines trust and similarity

scores while giving recommendations (Golbeck, 2009). A very known example can be

given from Epinions web site. In this web site items are recommended by trusted users

(Selmi et al., 2016).

4.1.5 Cluster Models

In cluster models, generating recommendations are considered as a classification problem.

First, the algorithm splits customers into numerous clusters by using a clustering or any

other unsupervised learning techniques. Once the algorithm generates the clusters, rep-

resentative vectors that summarize each cluster are formed. Then, the similarity between

the target user and these vectors are computed. Finally, the target user is assigned into the

most similar cluster. The recommendation is performed using the historical information

of the customers in that cluster.

25



Table 4.2: Hybridization methods

Hybridization Method Description
Weighted Outputs of several different methods are combined.

Each output has different weight of importance to af-
fect the final result

Switching System changes the used recommendation generation
technique to another under a switching condition

Mixed Recommendation results of more than one methods
are shown to the user at the same time

Cascade One method uses another methods output as an input
Feature Combination Features from several recommendation sources are

combined to create input for a specific method
Meta-level The establish model from a recommendation system

is used as an input for another method

4.1.6 Hybrid Approaches

Hybrid approaches usually uses the combination of content-based and collaborative fil-

tering approaches to produce recommendations (Porcel & Herrera-Viedma, 2010). Prob-

abilistic methods are usually used by hybrid approaches (Bobadilla et al., 2013) for in-

stance genetic algorithms (Ho et al., 2007), neural networks (Ren et al., 2008), Bayesian

networks (De Campos et al., 2010), clustering (Shinde & Kulkarni, 2012) and latent fea-

tures (Maneeroj & Takasu, 2009). A hybrid system tries to use the advantages of an

algorithm to fix the disadvantages of the other algorithm.

The summary of different methods for hybrid recommendations are given in Table4.2.

The proposed approach in this thesis is also a hybrid system which combines collaborative

filtering with high dimensional model representation philosophy.

4.1.7 Similarity Measures in Recommendation System

In a recommendation system, similarity is about finding items or users that are similar to

each other. Depends on what kind of algorithm is being used, the technique to measure
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the similarity is also differs. The following similarity measures are the popular metrics

used mostly for generating recommendations.

Euclidean Distance

The Euclidean distance is probably the easiest similarity measure to implement. When

the problem is finding the similarity or dissimilarity Euclidean distance forms the basis.

The distance between two-dimensional vectors u = (x1, y1) and v = (x2, y2) is given by

following expression where xi and yi are rating scores of a specific item given by different

users.

√
(x1 − x2)2 + (y1 − y2)2 =

√√√√ 2∑
1=1

(xi − yi)2 (4.1)

If we put it in other words, Euclidean distance is the square root of the sum of squared

differences between corresponding elements of the two vectors which is scaled from 0

to 1 (Bandyopadhyay & Saha, 2012). Even if this is one of the mostly known similarity

metric, in this thesis it has not used.

Pearson Correlation Coefficient

Pearson correlation coefficient simply measures the statistical relationship between two

variables showing how highly correlated they are (Ricci et al., 2015). Unlike Euclidean

distance, a Pearson correlation measures from −1 to +1. If a Pearson correlation coeffi-

cient is 1 that means the variables are correlated, if it is−1 it means the opposite, meaning

the variables are not correlated. The Pearson correlation coefficient expression is shown

below.

PC(u, v) =

∑i=1
n (xi − x̄)(yi − ȳ))√∑i=1

n (xi − x̄)2
√∑i=1

n (yi − ȳ)2
(4.2)
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In recommendation systems using the correlation between the target user and the other

user/users can be determined with the Pearson correlation coefficient to give a weight to

a user’s ratings. Several collaborative filtering systems, for instance GroupLens (Resnick

et al., 1994) and Ringo (Shardanand, 1994).

Cosine Similarity

In cosine similarity, different from the previously explained methods, the cosine of the

angle between two vectors are calculated. Cosine similarity is frequently used in the rec-

ommendation domain because it is easy to implement, easy to understand, very efficient

to evaluate (Ricci et al., 2015). It also gives the values in between 0 to 1 like the Euclidean

distance.

Suppose we have a n ∗ m ratings matrix, it could be the user-item matrix, similarity

between the arbitrarily items i and j is denoted with the following formula.

sim(i, j) = cos(i, j) =
i · j

‖i‖ ∗ ‖j‖
(4.3)

In this thesis, while finding similar customers the cosine similarity metric was used.

Jaccard Coefficient

The Jaccard coefficient, which is also referred as the Tanimoto coefficient, evaluates the

similarity by dividing the intersection to the union of products (Ricci et al., 2015). For

instance, lets assume user A purchased items 7, 3, 2, 4, 1 and user B purchased items

4, 1, 9, 7, 5. The products in common (the intersection) are 1, 4, 7. The union of prod-

ucts are 1, 2, 3, 4, 5, 7, 9. According to the Jaccard coefficient formula shown below, the

similarity measure is number of common items divided by the number of union of items,

which is 3/7 = 0.429. Like Euclidean and cosine measures, this ones similarity range is
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also between 1 and 0.

J(A,B) =
|A ∩B|
|A ∪B|

=
|A ∩B|

|A|+ |B| − |A ∪B|
(4.4)

4.1.8 High Dimensional Model Representation

HDMR is a divide and conquer algorithm. The main aim of HDMR is to partition mul-

tivariate data into a number of sets of low-variate data. Only the constant term, the uni-

variate and bivariate terms of HDMR function will be used due to interpolate of each

element of the data set by the standing methods. Due to the orthogonality condition, all

of these components are forced to be orthogonal. When the constant and univariate terms

are used, from N one-dimensional interpolations, one N-dimensional interpolation can be

estimated. To decompose a multivariate function into a number of less-variate functions

HDMR uses the following expansion.

f(x1, . . . , xN) = f0 +
N∑

i1=1

fi1(xi1) +
N∑

i1,i2=1
i1<i2

fi1i2(xi1 , xi2) + · · ·

+f1...N(x1, . . . , xN) (4.5)

When the above expansion is examined, the terms on the right hand side are the constant

term, univariate terms, bivariate terms and so on respectively. The following vanishing

conditions are used to individually determine these terms,

∫ b1

a1

dx1 . . .

∫ bN

aN

dxNW (x1, . . . , xN)fi(xi) = 0, 1 ≤ i ≤ N (4.6)

where W (x1, . . . , xN) is a product type weight having the following structure and nor-

malization conditions.
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W (x1, . . . , xN) ≡
N∏
j=1

Wj(xj),∫ bj

aj

dxjWj(xj) = 1, xj ∈ [aj, bj] , 1 ≤ i ≤ N

(4.7)

The following orthogonality conditions are defined using the inner product definition to

extend the vanishing condition given in (4.6).

(
f1i1...ik , f1i2...il

)
= 0, {i1, i2, . . . , ik} 6≡ {i1, i2, . . . , il}, 1 ≤ k, l ≤ N (4.8)

HDMR components must satisfy these orthogonality conditions. The general formula

for an inner product of two arbitrary functions u(x1, . . . , xN) and v(x1, . . . , xN) can be

written as follows.

(u, v) ≡
∫ b1

a1

dx1 . . .

∫ bN

aN

dxNW (x1, . . . , xN)u(x1, . . . , xN)v(x1, . . . , xN) (4.9)

We can obtain the constant term of HDMR expansion considering the properties of the

weight function and orthogonality conditions. This operation makes the vanishing con-

ditions applicable to find the necessary terms by multiplying both sides of the HDMR

expansion with the weight function, W1(x1)W2(x2) . . .WN(xN), and are integrated over

the whole Euclidean space defined by independent variables.

I0F (x1, . . . , xN) ≡
∫ b1

a1

dx1 . . .

∫ bN

aN

dxNW (x1, . . . , xN)F (x1, . . . , xN) (4.10)

Using this I0 operator as the following, the constant term of the HDMR expansion can be

obtained.

f0 ≡ I0f(x1, . . . , xN) (4.11)

In a similar manner, determination of univariate terms can be achieved. We can obtain the
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univariate terms fi(xi) with the constant term f0 by eliminating independent variable xi.

IiF (x1, . . . , xN) ≡
∫ b1

a1

dx1W1(x1) . . .

∫ bi−1

ai−1

dxi−1Wi−1(xi−1)∫ bi+1

ai+1

dxi+1Wi+1(xi+1)× . . .×
∫ bN

aN

dxNWN(xN)F (x1, . . . , xN),

1 ≤ i ≤ N (4.12)

When the Ii operator is applied to both sides of HDMR expansion, we achieve HDMR

component fi(xi) through the following relation.

Iif(xi, . . . , xN) = f0 + fi(xi), 1 ≤ i ≤ N (4.13)

Equation (4.13) can be rewritten in the form of;

fi(xi) = Iif(xi, . . . , xN)− f0, 1 ≤ i ≤ N (4.14)

To determine bivariate terms of the HDMR expansion, two independent variables will

be eliminated. Both sides of the HDMR expansion given in (4.5) are multiplied by

W1(x1)W2(x2) . . .Wi1−1(xi1−1)Wi1+1(xi1+1) . . .Wi2−1(xi2−1)Wi2+1(xi2+1) . . .WN(xN)

and are integrated over whole Euclidean space defined by independent variables except

xi1 and xi2 .

Ii1i2F (x1, . . . , xN) ≡
∫ b1

a1

dx1W1(x1) . . .

∫ bi1−1

ai1−1

dxi1−1Wi1−1(xi1−1)∫ bi1+1

ai1+1

dxi1+1Wi1+1(xi1+1)× . . .×
∫ bi2−1

ai2−1

dxi2−1Wi2−1(xi2−1)∫ bi2+1

ai2+1

dxi2+1Wi2+1(xi2+1)× . . .×
∫ bN

aN

dxNWN(xN)F (x1, . . . , xN) (4.15)
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We can again use the orthogonality condition to obtain fi1i2(xi1 , xi2).

Ii1i2f(x1, . . . , xN) ≡ f0 + fi1(xi1) + fi2(xi2) + fi1i2(xi1 , xi2),

1 ≤ i1 < i2 ≤ N (4.16)

This equation can be rewritten as

fi1i2(xi1 , xi2) = Ii1i2f(x1, . . . , xN)− fi1(xi1)− fi2(xi2)− f0,

1 ≤ i1 < i2 ≤ N (4.17)

4.1.9 Data Partitioning through Hdmr

The structure of the function is specified as the values on finite points of the Euclidean

space defined by the independent variables x1, x2, . . . , xN rather than analytically. These

points are defined through a cartesian product.

D ≡ D1 ×D2 × . . .×DN (4.18)

D consists of N -tuples and can be given as follows

D ≡ {τ | τ = (x1, x2, . . . , xN), xj ∈ Dj, 1 ≤ j ≤ N} (4.19)

The data of the variable xj is defined as follows

Dj ≡
{
ξ
(kj)
j

}kj=nj

kj=1

=
{
ξ
(1)
j , . . . , ξ

(nj)
j

}
, 1 ≤ j ≤ N (4.20)

where each ξ is a value that the variable xj can take on. Here, nj is the total number of

different ξ values for xj . Because the structure which needs to be created through interpo-

lation must include the values of the function f(x1, . . . , xN) at the points of this cartesian

product set, we represent the weight components in terms of Dirac delta functions as
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follows (Tunga & Demiralp, 2008)

Wj(xj) ≡
nj∑

kj=1

a
(j)
kj
δ
(
xj − ξ

(kj)
j

)
, xi ∈ [aj, bj], 1 ≤ j ≤ N. (4.21)

Replacing the above weight function in relation (4.10) and using relation (4.11), the fol-

lowing equation for the constant component for multivariate data partitioning process

through HDMR can be formed

f0 =

n1∑
k1=1

n2∑
k2=1

· · ·
nN∑

kN=1

( N∏
i=1

a
(i)
ki

)
f(ξ

(k1)
1 , . . . , ξ

(kN )
N ) (4.22)

where
nj∑

kj=1

a
(j)
kj

= 1, 1 ≤ j ≤ N (4.23)

which comes from the normalization conditions defined on the weight components given

in relation (4.7).

Replacing the Dirac delta type weight function in relation (4.12) and rewriting relation

(4.14), we obtain the following structure for the univariate terms

fm(ξ(km)
m ) =

n1∑
k1=1

n2∑
k2=1

· · ·
nm−1∑

km−1=1

nm+1∑
km+1=1

· · ·
nN∑

kN=1

( N∏
i=1

a
(i)
ki

)
×f
(
ξ
(k1)
1 , . . . , ξ(km)

m , . . . , ξ
(kN )
N

)
− f0,

ξ(km)
m ∈ Dm, 1 ≤ km ≤ nm, 1 ≤ m ≤ N.

(4.24)

The above relation results in N tables of ordered pairs such that the m− th table contains

nm number of ordered pairs for the univariate component, fm(xm).

A similar replacement of the weight function in relation (4.15) is processed and the fol-
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lowing structure is obtained through relation (4.17)

fm1m2

(
ξ
(km1 )
m1 , ξ

(km2 )
m2

)
=

n1∑
k1=1

n2∑
k2=1

· · ·
nm1−1∑

km1−1=1

nm1+1∑
km1+1=1

· · ·
nm2−1∑

km2−1=1

nm2+1∑
km2+1=1

· · ·
nN∑

kN=1

(
N∏
i=1

i 6=m1∧i 6=m2

a
(i)
ki

)

×f
(
ξ
(k1)
1 , . . . , ξ

(km1 )
m1 , . . . , ξ

(km2 )
m2 , . . . , ξ

(kN )
N

)
− fm1

(
ξ
(km1 )
m1

)
−fm2

(
ξ
(km2 )
m2

)
− f0, ξ

(km1 )
m1 ∈ Dm1 , ξ

(km2 )
m2 ∈ Dm2 ,

1 ≤ km1 ≤ nm1 , 1 ≤ km2 ≤ nm2 , 1 ≤ m1 < m2 ≤ N

(4.25)

Now, we have N(N − 1)/2 tables of ordered pairs. Each table has nm1nm2 (1 ≤ m1 <

m2 ≤ N ) number of pairs of data for the corresponding bivariate component.

Using the constant term, univariate terms and bivariate terms, the approximate analytical

structure of the multivariate function can be obtained. Instead of obtaining an analyti-

cal structure for the function fm(xm), using the terms mentioned above, a table of nm

number of pairs of data can be obtained. This table helps us to determine the function

fm(xm) under an assumed structure by providing an opportunity to interpolate the corre-

sponding data. By the help of this, a set of univariate interpolations can be approximately

reduced from multivariate interpolation. An analytical structure must be defined to de-

termine overall structure of the function. If the function to be determined by HDMR is

sufficiently smooth, then the function can be represented with a multinomial of all inde-

pendent variables over the continuous region produced by the Cartesian product of the

related intervals. For this reason, for fm(xm), a polynomial representation should be built

firstly. Interpolation is useful tool for estimating function values when we don’t have

precise data. Lagrange polynomials are used for polynomial interpolation. There will be

a polynomial of degree N − 1, if there are N data values. The Lagrange interpolation

formula is

Pm(xm) =
nm∑

km=1

Lkm(xm)fm

(
ξ(km)
m

)
, ξ(km)

m ∈ Dm, 1 ≤ m ≤ N (4.26)
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Here Lkm(xm), fm
(
ξ
(km)
m

)
and Pm(xm) are Lagrange coefficient polynomials which are

independent of the structure of the function, the known values of the function and the

desired value of the function respectively. The structures of these polynomials are given

below

Lkm(xm) ≡
nm∏
i=1
i 6=km

(
xm − ξ(i)m

)
(
ξ
(km)
m − ξ(i)m

) ,
ξ(km)
m ∈ Dm, 1 ≤ km ≤ nm, 1 ≤ m ≤ N (4.27)

Univariate functions given in relation (4.28) are obtained as the Lagrange polynomials

are constructed. These functions can be considered as univariate components of HDMR

for the multivariate function, f(x1, . . . , xN). The following multinomial approximation is

provided by the expansion formed by the summation of these functions and the constant

term.

f(x1, . . . , xN) ≈ f0 +
N∑

m=1

Pm(xm) (4.28)

This should be considered as a univariate additive decomposition approximation. When a

table of data for the bivariate functions fm1m2(xm1 , xm2) is constructed to determine the

overall structure of the function, the following interpolative multinomials should be built.

Pm1m2(xm1 , xm2) =

nm1∑
km1=1

nm2∑
km2=1

Lkm1(xm1)Lkm2(xm2)fm1m2

(
ξ
(km1 )
m1 , ξ

(km2 )
m2

)
,

ξ
(km1 )
m1 ∈ Dm1 , ξ

(km2 )
m2 ∈ Dm2 , 1 ≤ m1, m2 ≤ N (4.29)

In terms of these multinomials and the polynomials in Equation (4.1.9) the overall ap-

proximation to f(x1, . . . , xN) can be written as follows.

f(x1, . . . , xN) ≈ f0 +
N∑

m=1

Pm(xm) +
N∑

m1,m2=1
m1<m2

Pm1 m2(xm1 , xm2) (4.30)
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4.1.10 Indexing Hdmr

The HDMR method can only partition multivariate data having an orthogonal geome-

try. However, the data sets from real cases mostly have a non-orthogonal structure which

results in implementing a different HDMR based methodology to construct an analytical

model for the given multivariate data set. This thesis aims to use Indexing HDMR (Tunga,

2011) for the analytical model construction process and build the HDMR philosophy as a

recommendation system. The Indexing HDMR algorithm assembles an orthogonal geom-

etry by forcing an indexing scheme so that the orthogonal geometry will be obtained from

the given multivariate data. Consequently, the HDMR method can be used to partition

that new multivariate data set.

There are four main steps in Indexing HDMR algorithm to make HDMR method appli-

cable for real cases having non-orthogonal geometry. The first step is generating an index

space with orthogonal geometry (cartesian product set). To create this index space, prime

factors of the number of nodes of the considered data set are calculated. The prime factors

then must provide the following relation

m = n1 × n2 × · · · × nN (4.31)

while the number of these prime factors should best fit the number of parameters of the

given problem. Each prime factor corresponds to the number of elements of each index

set defined for each independent variable. The definition of these index sets are given as

follows

ξ1 ∈ {1, 2, . . . , n1}, ξ2 ∈ {1, 2, . . . , n2}, . . . , ξN ∈ {1, 2, . . . , nN} (4.32)

A cartesian product set is constructed using these index sets to set the orthogonal geometry

that HDMR needs.

The second step is constructing a one-to-one mapping between the original space and
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index space. To process this mapping the given training set is sorted by the function

values in either ascending or descending order and then the following mapping schema is

implemented

(
υ
(1)
1 , . . . , υ

(1)
N−1, υ

(1)
N , ϕ1

)
⇒
(
ξ
(1)
1 , . . . , ξ

(1)
N−1, ξ

(1)
N , ϕ1

)
(
υ
(2)
1 , . . . , υ

(2)
N−1, υ

(2)
N , ϕ2

)
⇒
(
ξ
(1)
1 , . . . , ξ

(1)
N−1, ξ

(2)
N , ϕ2

)
...(

υ
(m)
1 , . . . , υ

(m)
N−1, υ

(m)
N , ϕm

)
⇒
(
ξ
(n1)
1 , . . . , ξ

(nN−1)
N−1 , ξ

(nN )
N , ϕm

)
(4.33)

where υ, ϕ and ξ stand for the training node, the class information of each training node

and the index node respectively.

The third step is determining the analytical model for the index space using the HDMR

algorithm. The bivariate HDMR approximant given in (4.30) is obtained at the end of this

step. The achieved model is true for the index space. To predict the class (function) value

of a testing node coming from the original space, we need to set an appropriate index

node and insert the parameter values of that index node into the HDMR approximant.

To this end, the last step is to define a rule to evaluate the parameters of that index node

using the index information of the most similar training node to that testing node. To find

the similarity between nodes, various similarity metrics can be used. In this study, the

Euclidean distance metric given below is used to specify the most similar training node to

the considered testing node

d
(j)
` =

√√√√ N∑
i1=1

(υ
(j)
i1
− µ(`)

i1
)2, 1 ≤ ` ≤ q, 1 ≤ j ≤ m (4.34)

where q stands for the total number of testing nodes while υ and µ present training and

testing nodes in the original space. Finally, the index node of the considered testing node

is calculated using the index node of the most similar training node through the following
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relation

ϑ
(`)
i1

= ξ
(app)
i1

+
(
µ
(`)
i1
− υ(`)i1

)(ni1−1

ηi1−1

)
, 1 ≤ i1 ≤ N, 1 ≤ ` ≤ q (4.35)

where ξ(app)i1
, µ(`)

i1
, υ(`)i1

, ni1 and ηi1 stand for the corresponding index space node of the

appropriate training node, the testing node under consideration, the appropriate training

node, the total number of different values that index space parameters can take and the

total number of different values that the original space parameters can take in the problem

respectively. Replacing the parameter values of this index node of the testing node in the

model obtained through HDMR results in finding the class information of the considered

testing node.

4.1.11 Evaluation

To evaluate the proposed model, similar strategy with (Aytekin & Karakaya, 2014) and

(Cremonesi et al., 2010), which is to limit the domain of recommendations, was followed.

For each customer, we held out five products that the customer has purchased before and

we tried to recommend those products. Each customer has five test sets in addition to

the training set explained in Section 5. Rather than letting the recommendation system

to recommend from the entire universe of products, we have the recommendation system

recommend from a subset of these held out five products, plus randomly selected %20

of the products that the customer had not purchased before as shown on Figure 4.3. For

instance, if there are 1000 products that the customer had not purchased before, each test

set contains 200 randomly selected products plus 1 held out product.

We generated different top-N recommendation lists with the mentioned technique. If the

target product is in this top-N list, it will be considered as a hit, otherwise not hit. Changes

of getting a hit, increases with N. At the end, number of hits divided by five will give us

the recall and diving the it by five times N will give us the precision measure as shown in

Equations (4.36) and (4.37) respectively.

38



Recall(top−N) =
Number of Hits

5
(4.36)

Precision(top−N) =
Number of Hits

5 ·N
(4.37)

Figure 4.3: Evaluation process
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F1 scores are also calculated to measure the accuracy of tests from another angle in terms

of precision and recall as follows

F1 = 2 · 1
1

recall
+ 1

precision

=
precision · recall
precision+ recall

. (4.38)

For a single test case, recall can take either 0 or 1. Similarly, precision can assume the

value 0 or 1/N . To be more specific, recall is used to calculate the ratio of number

of purchase hits to the number of all purchases for different top-N lists. However, as the

recall and precision cannot be a standalone metric to be used to compare algorithms, Mean

absolute error (MAE) and Root Mean Square Error (RMSE) values were also calculated

as accuracy metrics as mentioned in (Beel et al., 2016). MAE is used to measure how

close predictions are to the observations. In the test sets for each customer, there are 5

products that we know the real purchase quantity. Besides, we also know the predicted

purchase quantity for these product by R-HDMR. Using these values, prediction errors

(the differences in absolute value) for these 5 products are calculated for each customer

and the sum of these prediction errors are averaged by the number of rows in the purchase

history matrix to find the MAE. MAE is given by

MAE =
1

n

n∑
i1=1

5∑
i2=1

|ei| (4.39)

where n is the number of customers and ei is the prediction error. Similarly, RMSE values

are calculated according to relation given in Equation (4.40). These accuracy and evalua-

tion metrics are calculated for R-HDMR and each of the compared algorithms separately.

RMSE =

√√√√ 1

n

n∑
i1=1

5∑
i2=1

(ei)
2 (4.40)
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5. RECOMMENDATION FRAMEWORK

The proposed method of this study combines the collaborative filtering approach and In-

dexing HDMR philosophy to make recommendations using an analytical structure as the

data model based on the purchase history matrix of the customers. This new methodology

is called “Recommender HDMR”.

The preparation and organization of data has the highest priority in Recommender HDMR

(R-HDMR). HDMR based methods can produce only one output for a single set of inputs

at a time during the modeling process. Therefore, a purchase history matrix and accom-

panying purchase quantity vector are generated to organize the data of each customer.

The data organization is based on collaborative filtering approach. Finding similar cus-

tomers to the target customer while making personalized recommendations is the basic

issue. For this purpose, each customer is represented with an M -dimensional purchase

quantities history vector (Q vector) where M is the number of unique products. If the

customer has purchased a product, the purchase quantity is assigned to the correspond-

ing element of this vector. If the customer did not purchase the product, then the related

component becomes zero. The two most similar customers to the target customer are

determined by applying the cosine metric given in Relation (4.3) to the Q vectors. The

purchase history matrices (C) and accompanying purchase quantity vectors (ϕ) of these

two similar customers are added to the corresponding matrix and vector of the target cus-

tomer to be used in the modeling process through R-HDMR.

The modeling part includes the implementation of the Indexing HDMR method to con-

struct an analytical structure from this extended purchase history matrix. To generate a

recommendation list for the target customer, the parameter values of the products not in-

cluded in that matrix are inserted into the obtained analytical structure. The output of this

step is a value for each non-purchased product. The product with the highest value is the

top product in the list. To this end, a top-N list can be created using this list.

41



Several numerical illustrations and the algorithm of the R-HDMR method as a recom-

mendation system is given step by step as follows:

a) Specify the number of customers which is n.

b) Build Q (purchase quantities history) vector of each customer. Let’s assume that

in the data we have 23 unique products. The target customers’ Q vector is shown

below where elements of this vector represent the purchase quantity of the corre-

sponding item by the target customer.

Qtarget = [0, 1, 0, 0, 2, 0, 0, 4, 0, 3, 2, 0, 0, 0, 0, 3, 0, 1, 3, 0, 0, 0, 2] (5.1)

c) Build C (purchase history) matrix and ϕ (purchase quantity) vector of each cus-

tomer.

Consider a customer’s purchase history matrix shown below. Each row of Ctarget

represents the items purchased by the customer and ϕ represents the number of

purchases of each item by that customer.

Ctarget =



3 8 1 1

1 1 5 1

3 6 6 1

3 8 7 1

3 8 11 1

3 8 14 1

1 6 2 2

8 8 2 2

13 8 4 2



, ϕ =



1

2

4

3

2

3

1

3

2



(5.2)

d) Find the similar customers to the target customer using the cosine similarity given

in Equation (4.3) through these Q vectors.
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The most two similar customers’ purchase history matrices are shown below.

Csimilar1 =


4 8 5 2

11 8 5 2

3 12 10 2

3 12 11 2

 , ϕ =


2

2

4

3

 (5.3)

Csimilar2 =


3 12 2 3

4 17 2 3

4 17 2 4

 , ϕ =


2

3

1

 (5.4)

e) Construct the extended purchase history matrix by combining the target customer’s

purchase history with the two most similar customers’ history to create the training

set.

Ctarget, Csimilar1 and Csimilar2 are combined in order to obtain target customers’

extended purchase history matrix. The resulted matrix is shown below. This matrix

will be used as the training set in the modelling process.
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Cextended =



3 8 1 1

1 1 5 1

3 6 6 1

3 8 7 1

3 8 11 1

3 8 14 1

1 6 2 2

8 8 2 2

13 8 4 2

4 8 5 2

11 8 5 2

3 12 10 2

3 12 11 2

3 12 2 3

4 17 2 3

4 17 2 4



, ϕ =



1

2

4

3

2

3

1

3

2

2

2

4

3

2

3

1



(5.5)

f) Specify the number of attributes for the given problem which is N . This data set

has 4 independent variables (N = 4) and the domains of these variables are given

as follows.

x1 ∈ {1, 3, 4, 8, 11, 13}, x2 ∈ {1, 6, 7, 8, 9, 12, 17},

x3 ∈ {1, 2, 4, 5, 6, 710, 11, 14}, x4 ∈ {1, 2, 3, 4} (5.6)

g) Specify the number of nodes for the training data set which is m.

For this example, the number of nodes for the training data set is 16 (m = 16).

h) Evaluate the prime factors of m as shown in Relation (4.31). The number of prime

factors of m should best fit N (Tunga, 2011).

m = 16 = 2× 2× 2× 2 (5.7)
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i) Specify the index set for each independent variable (attribute) as it is given in Re-

lation (4.32).

Each prime factor corresponds to the number of elements of each index set and the

index set for each independent variable is as follows.

ξ1 ∈ {1, 2}, ξ2 ∈ {1, 2}, ξ3 ∈ {1, 2}, ξ4 ∈ {1, 2} (5.8)

j) Construct a cartesian product set using the index sets considering the Equation

(4.18).

CartesianSetindex =



1 1 1 1

1 1 1 2

1 1 2 1

1 1 2 2

1 2 1 1

1 2 1 2

1 2 2 1

1 2 2 2

2 1 1 1

2 1 1 2

2 1 2 1

2 1 2 2

2 2 1 1

2 2 1 2

2 2 2 1

2 2 2 2



(5.9)

k) Sort the training set (extended purchase history matrix) by the function values in

ascending order.
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Csorted =



3 8 1 1

1 6 2 2

4 17 2 4

1 1 5 1

3 8 11 1

13 8 4 2

4 8 5 2

11 8 5 2

3 12 2 3

3 8 7 1

3 8 14 1

8 8 2 2

3 12 11 2

4 17 2 3

3 6 6 1

3 12 10 2



, ϕ =



1

1

1

2

2

2

2

2

2

3

3

3

3

3

4

4



(5.10)

l) Create a one-to-one mapping between the sorted training data set and the cartesian

product set created in Step j as shown in Relation (4.33).

(3, 8, 1, 1, 1)⇒ (1, 1, 1, 1, 1)

(1, 1, 5, 1, 2)⇒ (1, 1, 1, 2, 2)

... (5.11)

(4, 17, 2, 3, 3)⇒ (2, 2, 2, 1, 3)

(4, 17, 2, 4, 1)⇒ (2, 2, 2, 2, 1)

m) Calculate α values. Equation (4.23) indicates that the sum of these α values for

each independent variable (attribute) is 1. If the contribution of each attribute in

each node is assumed to be equal to each other, the first attribute has the α value as

1/n1 while it is 1/n2 for the second. It is also similar for the other attributes.
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n) Evaluate the constant component using the Relation given in (4.22).

The constant term can be obtained by using this data and it is as follows.

f0 = 2.4375 (5.12)

o) Obtain the partitioned data sets through the Relations (4.24) and (4.25).

p) Construct an approximate analytical structure for the problem as it is given in rela-

tion (4.30).

If the Lagrange interpolation formula is used to determine the analytical structure

of this univariate data, then the obtained structure can be added to the constant

term and the HDMR expansion can be constructed approximately. This expansion

is a representation for the unknown function by using constant and univariate data

instead of whole multivariate data. The approximate analytical structure of the

multivariate function obtained via HDMR is as follows.

f(x1, x2, x3, x4) = 1.75× x1 + 6.5× x2 + 2.0× x3 + 2.0× x4 − 0.75× x1×

x2 + 0.25× x1 × x3 − 0.75× x1 × x4 − 2.25× x2 × x3 − 1.25× x2×

x4 + 0.75× x3 × x4 − 6.9375 (5.13)

q) Apply the Euclidean distance metric given in Relation (4.34) between the given

testing node (the product which the customer has not bought before) and the training

nodes (the products which the customer has bought before) to specify the most

similar training node to the considered testing node.

Lets assume that one of the testing node is {3, 8, 10, 1}. The distance between the

testing node and the most similar training node and the index of the most similar

training node is shown below.

µ1 = {3, 8, 10, 1}, d = 3.3166, index = 3 (5.14)
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r) Use the index node of the resulting training node and the relation given in Relation

(4.35) to determine the index node of the testing node under consideration.

γ1 = 0.2000, γ2 = 0.1667, γ3 = 0.1250, γ4 = 0.3333

ϑ
(1)
1 = ξ

(app)
1 + γ1

(
µ
(1)
1 − υ

(app)
1

)
= 1

ϑ
(2)
1 = ξ

(app)
1 + γ2

(
µ
(2)
1 − υ

(app)
1

)
= 1 (5.15)

ϑ
(3)
1 = ξ

(app)
1 + γ3

(
µ
(3)
1 − υ

(app)
1

)
= 2.3

ϑ
(4)
1 = ξ

(app)
1 + γ4

(
µ
(4)
1 − υ

(app)
1

)
= 2

s) Replace the parameter values of the index node of the testing node in the structure

obtained in Step q. This results in finding the function value of the given testing

node. This function value is standing for the purchase quantity prediction of the

product under test.

When we replace the parameter values of the index node of the testing node in the

HDMR function found before, this results in finding the class information of the

given testing node.

f
(
ϑ
(1)
1 , ϑ

(2)
1 , ϑ

(3)
1 , ϑ

(4)
1

)
≈ 2.72 (5.16)

Considering the test set shown below, we can found all of the class information of

these given nodes. This test set contains seven products that the customer hadn’t

purchase yet and one product (the second node in the set) that he or she purchased
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already.

TestSet =



3 8 10 1

3 6 6 1

13 7 7 1

3 12 1 3

1 8 7 2

4 9 10 2

4 12 1 4

13 8 2 2



, ϕ =



3

4

3

2

1

3

2

1



(5.17)

Similarly, we can found all of the class information of the given testing nodes.

f(3, 6, 6, 1) ≈ 3.75, f(13, 7, 7, 1) ≈ 3.42, f(3, 12, 1, 3) ≈ 2.40,

f(1, 8, 7, 2) ≈ 3.64, f(4, 9, 10, 2) ≈ 3.12, f(4, 12, 1, 4) ≈ 3.16, (5.18)

f(13, 8, 2, 2) ≈ 1.30

Out of eight testing nodes, the test node with the highest class information is

{3, 6, 6, 1}. we know that this is the product that the customer purchased before.

So, it can be said that, the algorithm succeeded to find the target product correctly

for this customer using this test set. Once the approximate analytical structure for

this customer is constructed, in order to evaluate the proposed model, five test sets

have created. In each test set, there is one product that this target customer has

purchased before and the rest of these sets are consist of the %20 of the universe

of products (the target customer had not purchased before). The aim is to be able

to recommend these (already purchased) products to this customer.The evaluation

process is explained in more detail in the Section 4.1.11.

Running these steps for all non-purchased products for the target customer helps us to

generate a recommendation list.
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After performing some tests, we decided to use normalized values for purchase history

matrices. Using the same customer’s purchase history, but with normalized values this

time, R-HDMR method is used again. Normalized test and train sets are shown below.

TrainingSet =



0.154 0.110 0.0 0.0

0.0 0.0 0.25 0.0

0.154 0.078 0.313 0.0

0.154 0.110 0.375 0.0

0.154 0.110 0.625 0.0

0.154 0.110 0.813 0.0

0.0 0.078 0.063 0.077

0.538 0.110 0.063 0.077

0.923 0.110 0.186 0.077

0.231 0.110 0.25 0.077

0.769 0.110 0.25 0.077

0.154 0.172 0.563 0.077

0.154 0.172 0.625 0.077

0.154 0.172 0.063 0.154

0.231 0.25 0.063 0.154

0.231 0.25 0.063 0.231



, ϕ =



1

2

4

3

2

3

1

3

2

2

2

4

3

2

3

1



(5.19)

TestSet =



0.154 0.110 0.563 0.0

0.154 0.078 0.313 0.0

0.923 0.094 0.375 0.0

0.154 0.172 0.0 0.154

0.0 0.110 0.375 0.077

0.231 0.125 0.563 0.077

0.231 0.172 0.0 0.231

0.923 0.110 0.063 0.077



, ϕ =



3

4

3

2

1

3

2

1



(5.20)
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The same steps are taken into consideration as the previous example. Once the approxi-

mate analytical structure of the multivariate function obtained via HDMR, the Euclidean

distance metric between the given testing node and the training nodes is applied. Then

we replace the parameter values of the index nodes of the testing nodes in the HDMR

function and find the class information of the given testing nodes.
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6. FINDINGS

R-HDMR and several data mining techniques were tested on the data set for all customers

for top-5, top-10, top-15, top-20 and top-25 recommendation lists. Recall and precision

were used as accuracy metrics, RMSE and MAE were used as error metrics to measure

the performance of these methods.

The best recall value was 100% which means that all the target products for the considered

customer were successfully recommended by R-HDMR. The worst recall value was 0%

for the considered recommendation lists. That is, none of the target products could be

recommended to that customer by R-HDMR. On the other hand, the average recall and

MAE values are given in Table 6.1. The best value obtained through the execution of the

methods on the same data set is given in boldface fonts in Table 6.1.

Table 6.1: Average performance values for the recommendation lists
prepared for all customers.

Methods MAE Top-5 Top-10 Top-15 Top-20 Top-25
R-HDMR 0.10 19% 28% 48% 56% 57%

1NN 0.21 12% 14% 22% 32% 40%
3NN 0.17 16% 20% 28% 36% 48%
5NN 0.37 10% 12% 18% 22% 28%

ZeroR 0.15 19% 26% 44% 52% 55%
J48 0.18 19% 27% 37% 43% 47%

Bayesian 0.29 10% 12% 20% 22% 28%
UBCF 0.22 15% 22% 32% 38% 44%
IBCF 0.19 16% 29% 36% 48% 50%

LIBMF-BMF 0.24 18% 30% 48% 55% 55%

The ideal MAE is zero. MAE shows how big of an error can be expected from the pre-

diction on average. MAE value of R-HDMR was obtained as 0.10. Since it is very close

to zero, it can be said that the system makes considerably small errors in the recommen-

dation process. Table 6.1 also includes the performance results of some other well known

data mining techniques used as a recommendation system. These methods are K-nearest-

neighbor (1NN, 3NN, 5NN), ZeroR, decision tree (J48 was used) and Bayesian Network
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based algorithms of the tool called WEKA version 3.6.13 (Frank & Witten, 2005; Hall

et al., 2009).

All methods were implemented using the same customers with same purchase history ma-

trices. In addition to these basic algorithms, User-Based Collaborative Filtering (UBCF)

and Item-Based Collaborative Filtering (IBCF) algorithms of Apache Mahout, which is

a open source machine learning library that provides tools for making recommendations

(Ghodake et al., 2016), and recosystem, a R wrapper of an open source library for rec-

ommendation system using parallel marix factorization called LIBMF was also tested.

LIBMF is a C++ library for large scale matrix factorization and since recosystem is a

wrapper of LIBMF, it inherits the features of this library. UBCF and IBCF algorithms

are implemented in Eclipse Mars IDE (Integrated Development Environment) using Java

as the programming language whereas recosystem is implemented in RStudio version

1.0.136.

Figure 6.1: F1 scores

The reported results show that the R-HDMR method obtained the lowest MAE result

while 1NN, 3NN, 5NN, ZeroR, J48 and Bayesian Network obtained 0.21, 0.17, 0.37,
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0.15, 0.18 and 0.29 and more advanced UBCF, IBCF and recosystem methods obtained

0.22, 0.19 and 0.24 MAE values respectively.

F1 scores are shown in Figure 6.1. The larger the value of F1 score gets, the better the

corresponding result. Figure 6.1 presents the power of R-HDMR in constructing top-N

lists. As seen in the figure, R-HDMR method has the biggest F1 scores in most cases

which can simply be interpreted as our method works better than the advanced models of

the literature.

Figure 6.2 demonstrates the RMSE comparison of algorithms which further strengthens

our findings. RMSE (also called the root mean square deviation) is a frequently used

measure for Top-N recommendations which the difference between values predicted by

the model under consideration and the values actually observed (Cremonesi et al., 2010)

and evidently, from the figure it can be seen that R-HDMR has the lowest RMSE whereas

5-NN has the highest followed by the Bayesian networks. The other algorithms have

RMSE values close to each other.

Figure 6.2: RMSE comparison
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Moreover, Figure 6.3 graphically compares the R-HDMR method with above mentioned

algorithms in terms of MAE while Figure 6.4 reports the performance of the algorithms

on the data set over the full test sets. While 5-NN has the biggest MAE value, R-HDMR

and Zero-R has the lowest MAE respectively. Figure 6.4 shows that, R-HDMR has a

lower recall value for top-5 recommendation list and this value increases nearly up to

four times for top-25 recommendation list. From both of the figures, it is apparent that

R-HDMR has a significant performance disparity in terms of top-N accuracy comparing

to most of the algorithms.

Figure 6.3: MAE comparison

Additionally, Figure 6.5 confirms that R-HDMR outperforms the other algorithms in

terms of precision metric. Since the proposed approach is a recommendation system, we

are looking to find the most relevant products for the customers, while trying to minimize

the worthless products that are retrieved by the system. In this figure, each line represents

the precision of the related algorithm at a given recall value. Typically, Precision and Re-

call are inversely related metrics and Figure 6.5 clearly shows that R-HDMR is the most

appropriate algorithm can be chosen for our case and again 5-NN has the poorest results

for this data set.
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Figure 6.4: Recall comparison

Figure 6.5: Precision vs Recall

In brief, considering these experimental outcomes, it can be said that R-HDMR is able to

make better and more reliable recommendations rather than aforementioned algorithms.

R-HDMR has the highest recall and lowest MAE and RMSE values among the other

methods while Bayesian Network and 5NN have the lowest. This can be explained as
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some of these algorithms use only neighborhood information, some of them are not inter-

ested in features of the products and some of them are only based on similarity metrics

whereas R-HDMR uses the combination of all of these aspects.
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7. CONCLUSION

We propose an interpolation-based recommendation system approach that exploits col-

laborative filtering and high dimensional model representation. The proposed method

represents the high dimensional data with lower dimensions using HDMR and generate

recommendations using the collaborative filtering philosophy and the Lagrange interpo-

lation. We evaluate the performance of the proposed method on a real data set from

apparels domain which have not been used for recommendation. We also perform ex-

periments with pioneering recommendation approaches in the literature. The quantitative

comparisons of the proposed approach with the state-of-the-art algorithms demonstrate

that our approach generates the most accurate recommendation lists (top-5, top-10, top-

15, top-20, top-25) for a target customer.

It is well known that KNN only searches for the closest k transactions, ZeroR uses only the

class values and Bayesian Network uses independence assumptions between predictors to

make predictions. Apache Mahouts’ UBCF and IBCF algorithms are mostly based on

similarity metrics and neighborhood development and recosystem uses matrix factoriza-

tion while making recommendations. On the other hand, R-HDMR takes all related data

into consideration to construct an analytical model to make personalized recommenda-

tions. This results in better learning the target customer’s behaviors which means recom-

mending more accurate lists. The numerical results obtained by executing R-HDMR and

these techniques also show that R-HDMR works better than these well known methods.

Furthermore, there are some limitations of R-HDMR as well as good performance. At

first, the data to be used must be in a specific format. Each item should have equal number

of features available. Second, since R-HDMR is an interpolation-based algorithm, it can

produce only one output. If multiple outputs are needed, the algorithm should be executed

iteratively.

What we are trying to do is ultimately a recommendation system and since we are trying
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to model human behaviour, this makes it more complex. In the evaluation process, not

recommending the target product does not necessarily mean that we are making a mistake.

Instead, it could mean that we found a product that the customer is not aware of and he

might actually purchase it. In the data preparation step, we normalize the given data set to

ensure that it has the characteristics of a normal distribution to minimize mistakes based

on the distribution of the given dataset.

In particular, this thesis makes four main contributions to the area of recommendation

systems. These contributions are as follows:

a) We introduce a re-contextualization of the HDMR method by applying this tech-

nique in recommendation generation context.

b) We show that HDMR method is applicable for personalized recommendations

c) We combined HDMR and collaborative filtering philosophy, that had never been

combined before, to reveal a hybrid, new and useful recommendation system.

d) We apply the proposed framework to a novel data set that has never been used

before

We believe that R-HDMR, a new top-N recommender algorithm, can be improved by

combining aspects from both the collaborative and content-based filtering approaches.

For truly personalized recommendations, only collaborative-based (computing neighbor-

hood of similar users) approaches were used in this thesis. Inserting content-based (item-

based) approaches to the current algorithm might strengthen the accuracy of recommen-

dations by computing similarity between products. However, the industrial data used in

this work does not allow us to design such algorithm. We may construct another recom-

mendation algorithm with a different data set in the future. As another future work, since

HDMR philosophy has the ability to discretize multivariate data and constructs indepen-

dent data sets with different levels of multivariance, R-HDMR can also be redesigned to

develop data models for big data.
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Rabitz, H., Aliş, Ö. F., Shorter, J., & Shim, K., 1999. Efficient input—output model
representations. Computer Physics Communications 117(1), pp. 11–20.

Selmi, A., Brahmi, Z., & Gammoudi, M. M., 2016. Trust-based recommender systems:
An overview .
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