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ABSTRACT

IR IMAGE EDGE DETECTION USING NEURAL NETWORKAND CLUSTERING

Tala Mohammadzadeh Meymandi
Computer Engineering

Thesis Supervisorssst. Prof. Tarkamydin

May 2018 87 pages

Nowadays mage processingnd feature extractionmethods provide significantly
importantknowledge about image$he first stefor identifying objects in aimage is
extracting the imageroperties Edge detection is one the common featuregnaige
processing, because edges include useful informabontan image Althoughgeneral
public maynotdeal withinfrared image directly, this field is widelybenefitedin many
sciences Therefore,a properinfrared image edge detectiormethod could result in
thoroughcomprehensian In this study, infrared image are selected for edge detection
due totheir applicationin varioustechnologies such awedical military fields and
surveillance purpose#ccordingto thestructureof these images, it is not possible to
extract th& edges usingommonmethodsThereforea new methodsiproposed for edge
detection ofinfraredimages. In the proposed methficst the image is ggmented bya
clustering algorithmThen Neural Networkalgorithm isselectedo extract theegion of
interest among the segmented clustérghe bststep morphological operators are used
to extract the edgesom the Region of Interest For segmentationtwo K-means and
Mean Shiftclustering methodare appliedseparatelyand theirclusterfeaturesare sed
as the Neural Network inpait Pursuant to the advantage Mfean Shift clustering
algorithm in cluster number determination this methwady be favorable in many cases.
The evaluation esults ofthe proposed methodnd comparson with other available
methodsndicatet h e  megbodperdodrancefor infrared image edge detection.

Keywords Infrared images, Kneans clusterindilean Shiftclustering, Neural Network

Region of Interest
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1.INTRODUCTION O

1.1INTRODUCTION

Theknowledgeof image and photo isgreatscience Nowadays, acquiring arahalyzing
imageshavea great impact on many different sciend®@scause of this greatfiuence
variousmethoddor image acquisition and processmgthodsare beinglevelopedEach

method has its own advantages ashdvantages nd t heyér e being u:
fields. It is important taconsiderthatdue to thevariety of techniques available for image
processing, in many casapplying aparticular method is not enoug@ne of the basic
utilization of image processing is edge detection. All image edgesde useful
information that ould be very helpful for object detectidnfrared image is e ofthe

most popular and vital imaggpes in today's lifelnfrared Radiation (IR)mages are

widely used irmedicaland nilitary industiesand also in surveillance applicatiofi$ie
temperature of human b wealpeing ShereforedRimagds s i ¢
couldprovideconsiderable information about health d@hdrefore Infrared imaging has

a significant role in diagnosing maniessesand disorders. ny warfare weapons and

smart devices use this technology for capturing and identifyjegcts.Breast cancer,
diabeteskidney tranplantation, dermatology, heatiseasesfever screening and brain
imaging are some of thexamples that indicatéhe succes®f using IR imaging
Accordingly, IR images are applied in many different technaegiue to their
characteristics and lot of researatrs are focused on this subjelrt this study, a new

method is poposel to studyedge detection of infrared images which is one of the most
important tasksaaboutinfrared image. For this purposeimagesegmentation methods

with madine learning tools are applied.

In the beginning of this chapter, problem statement and the initial definitions of the
research tools are presented, then the research objectives are expressed. Finally, new

aspects and rese&rmnovation are expressed.



1.2PROBLEM STATEMENT

Inrecent yeargWang et al. 2014; Lahiri et al. 20\Zarious methods have been proposed
for image processing such @egllular Neural Networks (CNN)genetic algorithmand
wavelet transformsOne of the most important aspects of image processing is edge
detection. Edge detection technology is used to extract edge features. Edgesfeatire

of the most basic features of the image armbuld be used to displathe image. Edge
detection isa sensitive tastor target tracking. Therefore, tracking objects in images and
movies is one of the mosignificanttasks. There are various imatypesfor processing

and thetype of image determines the operation that must be perform#éeonin the

next section, a brief explanation the infrared images is given

Infrared energy from all objects with a temperature above z&welvin (the absolute
temperature 01273 ° Gentigradé is emitted. IR is a part of the electromagnetic spectrum

with the frequency between the color spectrum and the radio waves. The IR wavelength
in the electromagnetic spectrum i fthiset we ¢
bandthe waves with thevavelengths between 0.7 micrometars&l20 ¢ mare usedfor

measuing thetemperatureCa mer as 6 i maging sensors conyv
signals which are displayexh monitoras a thermal monochromatic imagbeseimages

alsoshow different values of heat(Duarte et al. 2014)Sir William Herschel (1800)
discoveredinfrared thermographySir But (19409 inventedthe frst infrared imaging

system Since 1960s Infrared imagingdizeen used in medical sciencevedthe past 20

years, there have beaignificant improvemestin the quality of imaging equipment, the

standardization of techniques and clinical imaging prota@asrte et al. 2014).

The following featuresauld be notedas some of the IReatureqZhou et al. 201)1.:

a. Random changes tiie external environment and h e r ma | i maging sy
could cause different infrared image noises such as thermal noise. The existence of
these noises causes reduction of the signal quality.

b. The infrared image determines the temperature distribution in the image; this image
is black and white (gray); it is not a colortbreedimensionaimage,so it has low

resolutionfor the human eye.



c. Due to the structuref thermal images their imaging systems also have low
recognizingability of objects henceits spatialprecisionis lower than the visible
light in the ChargeCoupled vice array (CCDQ)which makes the infrared image

resolution loweicomparing withothe imagetypes

Infrared image has many @& medical sciencefDuarte et al. 2014and military
technologiegAbdulmunim et al. 201,2Sun 2003 Due to lower contrast and resolution

of IR imagescomparingwith color imagescommon image processing algorithms are not
suitable. The most common edge detection algorithmgeewitt, Canny, Sobel and
Roberts edge detection algorithms which could not be appli#dng et al. 2014)
Because most of theommon image edge detection timedswork by extractng high
frequency signal As common operators are sensitive to noise it is difficult to distinguish
between image noise and edg&gyure 1.1 shows the result of IR image edge detection

using Prewitt edge detection method as a @rder derivative filter.

Figure 1.1: Prewitt edge detection method

Thereforepther edge detection methods are required. One of these methods are based on
machine leaming algorithms and clustering metho@dustering algorithmsegmentshe
imagsaccording to t K-eneansmaaddearsShiftciuseairigare ave .
popular clustering algorithms that are used in this stindynis approach each clustering
method is applied separately with the machiearning algorithm due to their

characteristics and their results are compared.

K-means algorithm ian unsupervised algorithwhich clusters the pixels based on some
similar features such as gray levels. In this methechumber ofclusters (k) is constant
whichshouldbe defined initially by the use®ome random points are selected as centers

of the clustergcentroids) This algorithm has a loop with two parts:



i.  Assignment: Each point is assigned to the cluster with the clogesbide
ii.  Computation computingthe centroids of all clusters each loop.

The computation continues until convergehe@pengDhanachandra et a&015. For
assigning and computing the clusters and their centroids rddfgrent distance
measuresre used. Mean Shiftis a hierarchical neparametric clustering algorithm
unlike kmeans clustering method the algorithm itself figures out the numbethand
location of the clusterd’he main concept of this algorithm is to find the densest region
by computing the mean within a chosen bandwidth. In each iteration first, the points
within the radius of the mean is calculated then the new mean is computed. These two
stepsare computed ia loopuntil convergence happeris. many cases this algorithm is
preferable as it figures out the optimized number of clusters. Unlikeeka ns it d o ¢
require to define the number of clusters. That is a great advantage,-asesnk with
incorrect cluster number (Chergl@b)gor i t hm d.
After clustering the image, tHeegionof Interest(ROI) should befound andextracted
using a proper methodor this purpose proper machine learning algorithm could be
implementedIn thisstudy, ROl is extracted usiniyeural NetworKNN) algorithmwhich
is one of the commomachine learning algorithm¥heNN is inspired by the biological
behavior of neural systems of the human?os
number of connected processing elements (iserddne NN is a combinatio of three
layers(Gonzalez et al. 2008

- Input layes -Hidden layers -Output layers
Some of thdNeuralNe t wor k6 s adv an agasgaee disted as fbllodings a d v ar
(Gonzalez et al. 2008
Advantages:

a. Widespreadpplication in manyifferentfields.

b. Very flexible becauséhe user decides about its structure
c. Finds the complex relationship between irgand outpua.
Disadvantages:

a. It's hard to interpret, so it's difficult xplainit.

b. Awareness is limitedbout thundamentatonnections.



c. Need tobedesigredand preprocesslaccurately with predictive variables.

In this study, in order to detect the edges bdthmeansand Mean Shift clustering
algorithns are used for IR segmentatiandNeural Networkalgorithmis used forROI

extraction.

1.3 THESIS OBJECTIVES

The mainaim of this thesis is to provide a new method for the edge detectitR of
images.In this thesis, the combinatisf NN with two different clustering methods-(k
means an/lean Shiftclustering)arestudiedand anewmethodis providedthat properly
detecs the edges of infrared imageBhe results of this research could be used in the

medical industry, military, and in general wherever the infrared image is used.

14NEW ASPECTS AND RESEARCH INNOVATION

Considering thearlierwork, although extensive work was done on infraredgeedge
detection, there was no such proposed method for infrar@gkeedge detection. On the
other hand, given thaibthK-meansaandMean Shiftclusteringmethodshave highresuls
in image sgmentationand Artificial Neural Networks(ANN) also functios aswell, so

the proposed method is expected to perform well.

15THESIS STRUCTURE

The structure of thithesisis defined as following:

a. In the first chapter, the generalities of @tedy, the expected objectives of the
research and the aspects of innovation are discussed.

b. The second chapter explamgjeneral overview @lvailable methods in this field.
It also explains the algorithms used in this thesis.

C. In the third chapter, the proposed nugtlis described, and the tools used in this
studyaredescribed in detail.

d. In the fourth chapter, the proposed metisevaluated

€. In the fifth chapter, the proposed methate compared with other methods,

works and also with each other.



f. Inthe sixthchapter the concluson and future work proposalare illustrated.



2. LITERATURE REVIEW

2.1INTRODUCTION

Digital images have a gaérole in today's life. Overecent decadesnany industries
and applications require special imaging techniqiesch of these pecial imaging
techniquesneedsits own tools for processingvhile working with the tools requires
understandinghe conceptsof image analysisinfrared imaging is one of the imaging
techniques that is not generally applicable, but its value is dueapptieationin many
sensitivetechnologiesUnfortunately usinghe commorvisible and color imagingpols
could not extract useful information byrocessg the infrared imagesThere are
available methods for processing these images. One useful method is based on machine
learning algorithm. Therefore, thsgsudyproposes a method to process infrared images
which is based on machiriearningalgorithms.

In this chapter, first, concepts of infrared images with definitmnisnage processing
techniques are presented. In the second part of this chapter, the image segmentation
method usedfor clustering partof this study are explained, then the classification
algorithmsnecessary for extracting tROl are describedinally, part of the workdone

in this area is alsmtroducedas thditeratureof this study

2.2 IMAGE PROCESSING

There are two types of image processing: analog and digital image processing. Nowadays
image processing is rather referred to digital image processing than analog part. In
generalthere are two types of imagemalog images and digital images.

The digtal image processing is a field of computer science working on digital images
acquired by digital cameras or scanners. This field includes two branches: Image
Enhancement and Computer Vision. Aigdal image is an input of the functions
performed indigth i mage pr ocessing i-dmemsienalanmage. i t 0
The output of the function depending on the purpose could be either an image or the
extracted feature of the imagmage enhancement advantages the acquisition tools such
as filtess for eliminatirg the noisesbetter visualization and adjusted contrast within an
image. On the othenand,computer vision includes the techniques for analyzing and

manipulating an image for better perception of the structure and the content of an image.



The extracted characteristics could be benefited in different technologies such as Robotics

(Gilbert et al. 2005; Gonzalez 2002

There are three main tasks in the image procesprgprocessing, enhancement and

displaying the image or the features ofimage.

The mainoperations in digital image processifMarques, 201):

a. GeometricTransformationssuch as resizing, rotation .

b. Arithmetic and Logic @erations:The arithmetic operations are used for different
purposes such as extracting the differertmetsveen images or finding the mean of
two images.

c. Color EnhancementBrightness and contrast enhancement and adjustment of the
color space.

d. Aliasing and Image Enhancement: The aim is to filter the signals with the frequencies
above the sampling rate.

e. Compression: Compression techniques are used to decrease the size of an image.

f. Image &gmentationSegmenting the imagato meaningful parts

2.2.11mageProcessingApplications

Image processing methods have been applied in many different scieciecas smdustry,

medical fields, security and surveillance monitoring. Some of the applications are
mentioned in this section brief{yscan et al. 2009

Pattern Recognitiort The goal is to identify andx&act a pattern with specifiddatures
andcategorize the data. Identification of letters or numbers of a text or a license plate are
some of the common examples about utilization of pattern recog(itiwamu, 200k

Motion Tracking : There are various ways to track a moving object in aoseguence.

One of the common methods is the correlation function in two consecutive frames. In the
first frameone or more points with a window around them are selected. While a search
window in the second frame is determinBgl.selectngt he wi ndows 6 corr e
each point and the correct determination of the search window in thdramd the

wi ndowds correlation around eachandtha nt i

location of the maximum correlationould bedefinedas the new pixel location.



Figure 2.1: Motion tracking

Frame I+1
Frame I

1x,¥) 1%,y

Medical Applications: Image processing knowledge is applied in many different
medical fields(Garge et al. 2009; Iscan et al. 2008pme of thecommon medical
applicatiors are listed below:

a. Quality Enhancement of Thermal ImagEgure 2.2 indicates this process

Figure 2.2 Medical imageProcessing applications

(c) (d)
Source:Jambhorka, Sagar et al., 201.310

b. Separatig thedistinctivetissuesfrom each otherDue to distinct characteristics of
different tissues such permeability the distinction of different tissues is possible with

image segmentation techniques. By the use of image processing technique, the



identification of cancerous tissues and locating the exact place of brain tareors

practical(Ilscan et al. 209).

Figure 2.3 Distinction of various tissues from each other

Source IscanZaferet al 200%. 897

c. Measurements of Sonographic Images: Image Processing igasattulate the

distanceandsurface values of ultrasound Images.

Figure 2.4 Image processingpplication for ultrasound measurement

E 0 180 200

Source Iscan Zafer et al 2009 p. 895
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d. ComputerassistedSur ger i es: By us i ngassistantipalthreer s a

dimensional models of tisssi®r organs are obtained and surgeoould be guided

througlout operatioss.

Figure 2.5 Computer-assisted surgeries usingnage procesing technique

Robotic Surgery

Source: http://www.futuretechnology500.com/index.php/futamedicattechnology/ robotiesurgery
advantagesand-disadvantages/

Military Applications : Currently, many military systems are equipped with cameras and
image processing techniqu&ome commountilizations of this knowledgeareexplained
below(Wang et al. 2014; Dimitris et al. 2003)

Long range precision missilepply image processing techniquesdth the useof GPS
(Global Positioning Systeyrdata. Systems that lock on the target with predetermined
specifications (aircraft, tanks, ...). Unmanned aerial vehicles driven by image processing

techniquesireused for missile shooting and launching purposes.

11



Figure 2.6: Intercept targets in military applications usingimage processing

Edge detected

Industrial Applications: Imageprocessing knowledge is applied rapidly ottee past

few years in this field:

a.
b.
C.
d.

Measurement of leather surface

Control andguidance othe manipulators

Quality control of the factory products

Separation of chemicals witthfferent colors

Identification and security systems:Fingerprint recognition, face recogniti@md iris

recognitionaresome of the commoimage processingpplicationgdKambli et al2010)

Figure 2.7: Image processing irsecurity systems
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Source Kambli Mansiet al., p.920



Remote Sensing SystemBnage Processing methods are benefited to extract meaningful
information from satellite images. Theparation oflifferent graphical zones (sea, land,
farms,mountain$ are some of the related instan¢Bischke 2010)

Figure 2.8: Image processing ingeographic systems for identifying cover crops

Grayscale Scale parameter
0.8m resolution Shape factor
Smoothness

= (.-

-

Scale parameter 250 Woody cover [

Shape factor 0.5 Bare ground and grass E——3
Smoothness

Source Blaschke, Tp.8

Agricultural 1mageProcessingApplications: The food industry is one of the important

industries that mainly use machine learning algorithms:

a. Classification of the agriculturgroducts

b Separation of the defective agricultural products
C Packaging the agricultural products

d. Identification of plant pests

e Calculating the agricultural crops
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Figure 2.9: Separation of the defective fruit surface bymage pocessing

st i i 3

(d) (e) (9

Source Dubey,et al p.8

The main steps for defective surface detection of adreait
a) Imaging
b) Feature extraction (Image Processing)

c) The extracted features are applied in proper algorithms

2.2.2 Imaging

Accordingto the variety ofmage processingpplicationsthe propeimagingtechnique
relevantto theutilized applicationis required:

Imaging Methods:

a) Imaging with conventional camerg#lorcol et al.2010)

b) Satellite imagindBlaschke 2010)

¢) Imaging using sound wavékscan et al2009)

d) Imaging using Xrays(Garge et al. 2009)

e) Imaging with infrared camerd8vang et al. 201)1

2.23 Pre-processing

The raw images obtained from the imaging device have many problems. The imperfection
of the imaging devices is the reason for the eram low quality of the images. Pre

processing ansists of four general methods. By the use offffoeessingnethodsthe

14



visibility of the image is enhancedny pre-processing operation requires information
about thamage,camera and also tlsirrounding environmeriGonzalez et al. 2002)
Thelmage preprocessingethodsclassifiedin different categorieare described in the
Table 21:

Table 2.1: Preprocessingcategories

Type Description
Brightness The enhancement of the pixel brightness
Local Binary Consideringsmall neighborhood around an image
Geometric The aim is to correct the geometric falsification due to various
coordinates
Global Binary Using overall information of the whole image

Brightness: This amendment includes ginayscale and the pixel intensity.

b. Geometric Transformation: In general, there are two types of Geometric
transformation One isrelevantto the system suctas camera angle, while the
others areelated taandom noises and could be related to the sensors.

c. Local/Global preprocessing: Local prprocessing is due to the processes done
on each pixel with its neighborhood pixels. But Globalprecessing requires
data of the entire image.

There are other pyprocessing categories for image Jpr@cessing.One category

includes two types of Geometric and Radiometric transformations. The radiometric

transformation refers to the type of transformation in which the main target is the

eliminationof atmospheri@and sensor noises. Imagahancement is also considéras

one type othe image prgrocessing method#n generalthere are two types of Image

EnhancementSpatial and Spectral.Spatial Enhancemenis Filtering, and Spectral

Enhancemeris StretchingNoise removailtself is also a separate category.

Preprocessing procedures:

a. Data Cleaning: The purpose of this section is to eliminate the existing noise and
removing the existingonflictsbetween the data.

b. Data Reduction: Because of the use of different databases, additional and sometimes
duplicate infemation may be created among the data. By using correlation and

clustering algorithms this redundancy could be removed.
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c. DataTransformation: The range of the attributes may not be the same. For example,
the value ofone attribute may be between one towdrle the other one could be

betweeroneto one thousandTherefore, the normalization is required.

2.24 Feature Extraction from Images

The most important image processing task is the extraction of the proper features for

each application. The stepswbrking on the image are as follows:

Figure 2.10: Featureextraction steps

Image

!

Preprocessing

v

Feature Extraction

v

Feature-based
Algorithm

Source Seema, et al, p.50

After imaging step, the image is sent to the preprocessor to remove undataexhd

noise from the imaged he purpose of extracting attributes is to reduce image data by
using certain properties such as color, texture, or shape. Some shfajheproperties

include coexistence matrix, fast Fourier transform, and rapid wavahestformation for

fruit recognition Some of the color propertiéscludes mean, variance, skewness and
elongation Texturalfeaturesareentropy, energy, contsg and correlatioMohammad

et al. 2016) These Features are introduced briefly:

a. Edgebased features In this method, the map andoplof the image edges
determing he objectsd features. The advantag

the edges as features has advantages over other features. The edges have steady feature
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andtheyare resitant to light conditionscolor change®f objects and outer texture of
objects Their changes do not affect the edgeavell Edges also define the boundaries
well. Therefore, feature extraction is done with a great precision especiatiywded
backgroundsvith many objects. Among numerous edge detedigiorithms Canny,
Sobel, Robes are the popular algorithniSeena et al. 2015)

b. Morphological features Morphological features play a great role in
classification purposes. The analysis ofrtit@phological features starts with fruit range
detection. there are a lot of morphological feasufor extraction. Fruit bordeas a
morphological feature is connected to the fruit dimensi@eema et. al 2015 he
features are categorized iftkomaingr oups. The first groups
fruits such as orange and apples, while the other one consists of banana and carrot. Area

is one of the morphological features. the area is calculated by the following formula
61 QB B "Q@AQ (2.1)

k is the number of columns, m is the number of rows and the f function is calculated by
this formula(Mercol et al. 2008)

N S OX N
oo PO D (2.2)

C. Morphological Image Processing (Morphology): The aim of applying
morphology is to reduce the flaws of an image by the use of shape fd&teeesa et.

al 2015) Thesealgorithmsprocessthe binary images. There is a structural element
moved across all the image pixeBenerallythere are two types of operations that will
affect theresultingimage:

I.  Erosion: The erosion function is descritisdsimple formula if the structural element

could fit the image or pixelt he out put valwue is 1 other
o p QlQo "l 0 wRaé NOVOFENQG ©"QQ (2.3)
nm Qoai Q

ii. Dilation: The dilation function is described by simple formula if the structural

element could hit the image or pixeishe out put value 1s 1 o

17



o p QIQ o106 w6 D OTEEN Q6 w"QQ (2.4)
nm Qai Q
d. Color-based features color is one of the basic features that human eye uses to

distinguish the objects from each otheWlorphological features may cause
misinterpretation according to the similarity between the fruits in the same Jrioeip.
similarity between banana and cari®tan instance. Therefore, color models such as
Hue Saturation Intensity (HSHRed Green BlueRGB) could be used to separate these
objects(Seema et. al 2015)

e. Textural features These features aextractedaccording to statistical concepts.
The main applied matrices are gray level andcourrencanatrix. In this method the
neighboring pointswith the equalgray levelare compared throughout the image.
(Mercol et al. 2008)

Statistical concepts:

I. ContrastThe contrast of an image (often known as variance) calculates the contrast
level between any point (pixel) and its neighbors. The occurrence matrix is used for
calculation.

ii. Correlation: It calculates the relation between a pixel and its neighbors.

iii.  Energy:often known as "uniformity", "energy uniformity” or "second order torque”,
which is the sum of the squared related components-atcarrencenatrix.

Iv. Homogeneity: This value indicatéise closeness level of matrix componetotshe
original diameter.

v. Skewnesslt measures the asymmetry level around the mean andiandardized
according to third torquelhe zero value expresses symmetry (skidding),the
positive valueshows that thekewness is to the right and if the value is negative, the
skewnsas is to the left.

vi. Kurtosis: Itmeasures the distance of the data from the normal distribution, and its
value equalso the fourthorder central torque of a distribution. Telue ofnormal

distribution is equal to three. If the Kurtosis is greater thaeet, it means that the

distribution is smooth and if itds | es

18
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2.3 THERMAL IMAGING

The temperature of the human body is a
of all the human body has a specific temperature different ttsasurrounding
environment. There are two temperatures related to the: helyinner body (core)
tempeature and the outer body temperature. The alteration of the body tempe3ature (
42°C) is an obvious sign of an abnormalifyhermalsystems arappliedfor the purpose

of creating and improving the operational capabilitiesitary forces in nightombat

It is also applied fodetecing and trackng goals that are visually hidden and camouflage.
Thermal imaging systems are part of the passive systems that operate inthearad
region of the electromagnetic spectruii. objects emit electrongnetic wave whichis
directly related to their temperatur@asagic et al. 2008 Infrared wave is an
electromagnetievave with the wavelength betwe@00 nmand1mm. This radiation is
between microwave and visible lighkccording to the Plank lawny object with the
temperature above absolute ze&¥@°C) emits energy that could be recorded by thermal

cameras as a black and white im@Basagic et al. 2008

Figure 2.11: Electromagnetic waves
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television - | radiators €
and other objects

signals

Source:https://www.scienceabc.com/puseiences/whareinfraredwavesassociatedavith-heat.html

Thermal imaging systems are divided into two kinds of cooledusandoled cameras.
Cooled thermal cameras have higher temperature resolution and higher temperature
sensitivity so the images have better quality thancooler cameras and they have higher

prices. The uncooled aaerasensors are working at the room temperature while the
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temperature of the cooled thermal camera sensoecreased to cryogenic temperature

(-32 degrees HPasagic et al. 2008T he reasofor high resolution is because of this low

temperature of the working unit. Working at low degree in sdialensions need high

guality. In general, thermalcamerasregei s ome t i me t o adj ust

The amount of required time depenoh the environment temperature. Theimal
images could be obtainedur i ng t he day and mperatgd is .
stabilized throughout a nighhe distinction between the object are bedterarliest dawn
Spain andUnited States of AmericadJSA) are the first countries thased these systems
at World Wartwo.

2.3.1Thermal Imaging Components

a. Composite thermalystem This unit is responsiblér collecing thermal radiation
of the object, focusg it at a point, and creiag a thermal imageThermal camea

like the night vision cameras, consist of several lenses and snbtditheir structure

are different. In thee cameras, materiatsansparent to infrared radiation (such as

germanium and silicon) are us@asagic et al. 2008

b. Detectors Detectoris anelement that absostinfrared radiation collected by a set of

objects that changes oneitsfelectrical properties (electrical conductivity, resistivity

or volte formation) by absorbing this radiation, and this alteration cluseseation

of an electrical signal. Aftetransformingthe infrared photon into electrical signals,

t

As

these signals are amplified and processed by the camera'’s electronic component, then

by themeans of devices such as light emitting diodes, liquidakgsodesor micro
monitors the signals are converted iptwotons with the visible light wavelength
Each detector element can only transfame pointof the object into a visible image.
Therefore, in order to obtain a tvdimensional highguality image, the dimensions
of these numerouglements and the distascbetween them muste very small.
Because ofheseiny elementstructurs, it is very difficult to construct detectors and

t h e yftempeoducedas linear arrays instead of twdimensional arrays. A linear

array can only represent a line of the tardgpeista scanner is used to have a-two

dimensional imageDetectors are divided into two groups of thermal and photonic or

guantic detectors according to the electrical signal ptasluenethod So far, most
military thermal imaging systems have udédrcury Cadmium TelluriddDetectors

(HgCdTe) (8-12 mm) for hot and dry area detection almdlium Antimonite

20



Semiconductors (InSb3.0-3.5 mm) for the detection of moist regions such as
beaches and seadthough cooledhermal camerdsave great efficiency, due their
high price, size and weight these technologies are preferably replaced by uncooled
cameras with the same functiffPasagic et al. 2003

c. Scannersin some thermal imaging systems, there is a scanner whose task is to
transferthe target pate information to the detector. In fact, the scanner transfers
different points of data in time and liig-line to the detector.

d. Electrical circuits The circuits include power supplies, biases, amplifiers, processors
and displays.

e. Optomechanica(eyepie®) system: The eyepiece system enables the observer to see

the image.
2.3.2 DifferentGenerations of Thermal Cameras

Generation zer@/Noolfson, 2012)A thermal camera built with a singedement detector

or a linear array with a small number of elemergs;alled the zero generation. In this
system, two horizontal and one vertical scanners are required.

First generation: If a thermoset camerauilt with a very long linear arrayt's called the

first generationNWoolfson, 2012) In this system, only a horizontal scanner is needed,
that is the reason fomanufacturing mosof the blackand white cameras ing this
technology.

Second generatiofWoolfson, 2012)It includes cameras with a lotgrm, multtlinear

array. In thissystem, only a horizontal scanner is required. The image of these cameras
is not significantly different from generation one.

Third generatiorfWoolfson, 2012)It refers to a camera with a tvweimensional array of
detectors with a high number of elemefitkis system no longer needs a scanner. This
generation is the latest generation of thermal cameras that are fully developed in military
systems and used in large industrial countries. The distinctive image of this generation of
cameras and the ability ofeparatig the element colors from each othervba

distinguished them from their previous generations.
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2.33 Effective Factors on Image Quality

Factors such as noise (system noise, background, etc.), atmospheric environments, system

technicalspecifications, distance, dimensions, etc., cause restrictions on the operation of

the camera and therefore selection and design are more comp(Watelson, 2012)

In general, some of the main facttinataffect the quality of the image can be

summarzed as followgWoolfson, 2012)

a. Monitor: The factors that affect the monitor are related to the radiation, contrast and
distance from observer.

b. Page Elements: factors such as target specifications, background specifications,
movements and reflections.

c. Specifications of the thermal image system: factors such as the resolution, sensitivity,
noise and output of the camera.

d. AtmospherdransmissiorfFactor. factors such as haze, rain and dust.

e. It should be noted that in the discussion of picture quality, nofiche research is

done on two issues of spatial resolution and temperature sensitivity.
2.34 Accuracy and Recognition Factorof Images

Thelevel of utilization of images depends on the image quality and the ability to obtain
information from it. For the image aiid information, four precision or diagnostic steps
are defined, which ar@asagic et al. 2008
a. Detection: Sensation or detection of ahject that may be a target. (Usually

observingthe object as a spot)

b. Orientation: Detects the overall dimensions of the system. (Latitude and Width

Detection)

c. Recognition: The diagnosis of the target category and theyatulidetermine the

group ofobject. For example, showg that the object is an airplane or a helicopter.

d. Identification: Identification and distinguishing the target among ohgects

belongingta t s gr oup. (the type of the object
In fact, from thefirst to thefourth step, the number of pixels increases, andriage

quality will improve.

22



2.35 Main Effective Factorsin Thermal Imaging

As mentionedthermal imaging systems have different generations, and each generation
has its own features that are used in the design of cameras. Some characteristics are also
common in system performance and the result is important for the user.

The most importanfeatures of thermal camerase(Woolfson, 2012)

a. MRTD (Minimum Resolvable Temperature Difference): The thermal imaging
system response depends on the sensitivity and spatial resolution. In order to assess
the image qualityin terms of sensitivity, resolution, dependency and interaction
between them, a featucalled MRTD is defined. That the lowest target black body
temperature difference from the background which could be measured by the system.
The MRTD is limited to te sensitivity of the systemwhich meanswhen the
temperature difference is less thrmminimumvalue the objectannotbe detected.

In plain language, the MRTD is a camdeaturethat determines at least wh
sensitivity (or temperature difference) is required at any frequency (Rayleigh
Criterion).

b. Resolution: In many cases, spatial resolution is considered d@othe only
determining factor of thémage quality. In fact, spatial resolution is they st e m6 s
smdlest receivable @rt The resolution isometimegxpressed by the instantaneous
eyesight The interpretation ofesolution power depends on ttype ofapplication
On the other hand, spatial resolutiocludesthe effects of the system's target and
noise contrastBy the way, here is a clear difference between spatial resolution
(ability to see detail) and the ability to see anything (detect).

c. Sensitivity: Sensitivity is the smallest signal that can be detected by the system, or
in other words, a signal that produces a sigoaloise ratio at the output of the
system. The sensitivitgepends orthe ability to capture the optiegndd et ect or s
ability of noisedetectionandi t irdependendf resolution.

d. Field of View (FOV): The maximum angular field (horizontally and vertically) in
any functional position visible on the display is called the field of view. The choice
of field of view usually depends on the typieapplication, technologyetector and
scanner properties.

e. Instantaneous FOV: This property is the angular component tlethe systera

receive information andt determines the system's resolutidime smaller feature
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resuls in better receivingas long as itould provide enough energypr detecion.
The largerfield of view causesthe largerinstantaneoudield of view, and this
decreases the resolution of the system.

f. Noise Equivalent Temperature Differencé NETD): This feature indicates the
temperature sensitivity varationbbdweenlsogyst e m
temperature and background, which produces noise in the output signal. This
attribute depends on the detector's specification, the opticedspheric
transmittance, and the noise of the system.

g. F-Number: The focal number is the ratio of thectd length to the diameter of the
lens in an image forming system. In fact, the focal number expresses how much light
is collected by the speed of a lens.

h. T-number. A T-number expresses the speed of a lens, assuming that the lens
transmits all the light emitted from the subject. In faetiouslenseshave different
T-numbersLenses with the same focal numbers may actually have different speeds.
For two lenses with theame Fnumber the resultingmages arethe samavith equal

brightness.
2.3.6 Selection ofWavelength Region for Thermal Gameras

According to the level o f objectds emi tted radiati on
atmospheric constraints, only two region(@ mand (81 2 )zambe used for passive
photography. If targets are hotter than the intended environment (such as the exhaust of
the missile), since the maximum wavelengths of these targets are shorter and the radiation
power in that area is high,ig better to use a camera with a wavelerajtthreeto five
Micrometer.In general without taking into account the specific application, one cannot
make a region superior to another. Of course, the wavelength raegghtto twelve

micronsis a fine rage(Woolfson, 2012)
2.37 Atmospheric Effects on Thermal CamerabPerformance

To see objects on the surface of the earth, the electromagnetic waves emitted from the
surface of the object pass through the air and reach the camera. Since air is a mixture of
different gases, water vapor and particulates, it abssordsalso spreadsome of these

waves dependingon the wavelengthConsideringdifferent conditions, such as the

amount of gas, wind, temperatuned other atmospheric conditions during ¢éineission
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pathway, the assessment of these effestsomplicated. Theamount of com@st
(sharpness) of the object or background isfélaéor that affects the visibility of objects.
The atmospheric conditions reduce the conteastording to thedistance from the
viewing point The atmosphere imposes important constraints on the perfoena
electreoptical systems. In fact, the environmeatild be considered as one of the most
important components of an optical system. Today, due to the fact that the quality and
capabilities of detection systems and radiation sources (such as lesersgpnhanced
significantly, the most important limitation osystem performancés usually the
atmospheric environme(ivoolfson, 2012)
Most of the atmospheric disturbances that affect the radiation transmission and
performance of the thermal imagiagstem are:
a. Slippage of radiation (absorption, dispersion) that has the greatest effect and limits
the range of systems.
b. Radiation of the environment and the infrared region
c. The deviation of the actual target location
d. RadiatingModulation
The atmospheripassage rate is not the same for all wavelengths, and the objects at
ambient temperature with only a perceptible spontaneous radiation in two regfons (
and 8-12 microns), are not absorbed by atmospheric influences and are suitable for
thermal imagingAs infrared radiations less absorbethan visible light in the presence
of mist and smoke of the Earth's atmosphénerefore these cameras can be used in
adverse weather conditions.
Thermalcameras havdifferent applications inindustrial,military and nonmilitary
cases, the most important applications of which are:
a. Observatios and operations at night
Guided missiles
Intelligentand identification operations
Helpingthe planes for landing and takiodf

Photography duringylighttime and advese weather conditions

-~ o o o T

Photographing of camouflage and hidden objects

Fire control systenusages

Q@
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It should be noted that all unmanned aerial reconnaissance diyabfé at nighttime
and any type of weather conditions are equipped with thermal cameras for identification
purposes This system is criticaflor identifying enemy forcesn the battlefield during
operations such as displacement, expansion, division, camoufidipg, &nd so on.
Advantages of thermal cameras instead of night vision cameras
a. Ability to create a picture at night and day
b. Online image transformatidio the receivinglatastations. The images visibleboth
by eyeand the imagsimultaneouslys sert to an external monitor).
c. Failure to reveal by night vision systen$me night vision cameras require a source
of help for the purpose of seeing the target (Active System), which can be seen by
night vision systems. But the thermal camera does not need an external source and it
observeo bj ect s6 own radiation.
d. Thermal cameasdo not requirdight for their functionsthereforeeven placement of
a 18,006watt projectori n  f r ont of the desirable ot
imaggPasagic et al. 2008

24 IMAGE SEGMENTATION

Image sementation has a great value mageprocessing field. Because Segmenting an
image into some meaningful components help interpretaliemsegmentatiomethods
that are applied in this study are as follows:

a. Clustering

b. Classification

2.4.1 Clustering

Clustering algorithms are unsupervised learning system in which data is not labeled. In
this type of clustering algorithms datecissteredn a way that objects in each group are
similar together while thearedifferent from the objects of other grou@$e similarity

bet ween the clustersdéd objects is obtaine
many different clustering algorithms but according to this study two applied clustering

methods are briefly explained here:
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2.41.1K-meansclustering

In this clustering method data objects are gathered according to k which is the predefined
number of clusters and also the selected initial centroids. The algorithm soh$go
iterations and it continues until convergence happens. Datat®b@ge clustered
according to the initial centroids. The new centroid is then calculated for each cluster this
loop continuesinit convergencéappensvhich means theentroidd o e snove.t

The most important problem of this algorithm is the number of clusters which should be
defined inadvancethat has a greampacton the performance of the algoritheimd it

could highly affect the results. The other disadvantage of this algorithm is dbhe to
impact of centroid selection which also could affect the algoriienausesparse

centroids coulcause unwantegesults(Mohammad et &016).
2.41.2 Mean shift clustering

Mean Shiftis a hierarchical noparametric clustering algorithnunlike kmeans
clustering method the algorithm itself figures out the number and the location of the
clustersThe important factoof algorithm that should be determined is the radius around
the data point and sometimes also referred as bandwidth. Redefined around each

data point determining the bandwidth in which the points of that cluster is located

In the second step theean of these data points is calculated as new closteer and

with this new point a new cluster is considered. The process continues until the mean
d o e s n 6 t, whchh rmaearts ¢he meais optimized and converged. InMean Shift
clustering although aploints were started as one clusters by continuing the algorithm the
mean of the cluster shifts that means the cluster center moves to the point of convergence
(Comaniciuet al. 2002)

2.4.1.2.1Mean shift applications

Mean Shift algorithm is highly applied in discontinuity preserving smoothing
segmentation andbject tracking, this is very useful in different fields such as military,
industry, sportand surveillanceamerasFor example, the objeatould be tracked as

moving in by the missiles.
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Figure 2.12: Object tracking for surveillance

Source Comaniciu, D., et. al. 2003. p. 578

The other application is tracking the players in the sport field. In the R2gilBéhe green
andblue rectangléndicate the movement of tidayer in different directions he Mean
Shiftis done for all the frames and the centroid is comp(@ednaniciu et al. 2003)

Figure 2.13 Object tracking in a soccer game

Source Comaniciu, D., et. al. 2003. p. 576
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2 4.2 Classification

Classifications are superviséehrningalgorithms in which data is labele®nce the
properimagefeatures are extracted, thatheredeatures should b&assifiedin a proper

order, so that any instance of the problem space could be placed in the correct group.
This step involves methods for matching each of the patterns derived from the feature
extraction stage with one of thoblem spacelasses. Number of attutes must be
minimized according torelativeness betweesach input feature vector tne of the
reference vectorsThe reference vectors are the training dataset variables which are
extracted previously from some training sampNsural Network is onef the most
commonclassificationalgorithms.The point is that these structures are not necessarily
separabland sometimeare used as a combined cong&phngh 2011 ANN algorithm

is explained below:

24.21 Artificial neural network

In general ANN solve complex problems by using the human brain function method.
Common computational methods use the same algorithm. They follow a set of preset
commands to solve problem§he processing ability of conventional computense
restricted to define and s@wroblems but neural networks are able to find patterns in
information that no onever knew about their existence (Sinngh 2011).

Neural networks have opened up a new and distinct answer to the problems instead of
common methods. Common computational methods follow an algorithm. The algorithms
are a set of preset commands used to solve problems except in special cases where the
compuer needs a series of information, and this limits the proceasitity of ordinary
computersto the solved problemsThese algorithms are beneficial for processing the
large number of instances and they increase the analyzing ratéANNes used to
amalyze the problem and find the best possible solution for any unsolved situation.

Neural networks and common computational methods are remnpetition,but they
complete each other. There are tasks that are more suitable for algorithmic methods and
there are tasks that are more suitable for neural netwbBtkthermore, there are issues
requiring a system that is obtained by combining both methods with high precision
(Sinngh 2011).

29



Artificial Neural Networks provide a different method for processing andlyzing
information. But it should not be inferred that neural networks can be used to solve all
computational problems. Common computational methods continue to be the best option
for solving specific groupof issues such as accounting, warehousing, and so on. Neural
Networks are moving in the direction that the tools have the ability to learn and plan.
Neural Networkstructures are capable of solving problems without the help of an expert
and external planng. In fact, theNeural Networkis able to find patterns in the
information that no one ever knew about it.

Since ANNSs are developed based on theman braintheir structurewhich is a bie
network is explained:

Neur on: Neur on i s fichisdefinad asahmairdstructural elemert e | |
of the brain In Figure 214, a simplified representation of the structure of a neuron is
shown.A bio-neuron, after receiving the input signals (in the form of an electrical pulse)
from other cells, combines thesignalstogether and, after performing another operation

on a hybrid signakhe outputappearg¢Sinngh 2011).

Figure 214: Structureof t he humansdé brain

Dendrites

Terminal Bulb

7
=
T
\

Cell Body

Source https://online.science.psu.edu/bisc004_activewd001/node/1907

As shown in Figure 24, the neurons are made up of four main p@endrites, Soma

(Cell Body), Axon and Synapse (Nerve Ending). Dendrites are the same components that
are scattered around longitudinal fibers from the center of the cell. Dendrites play the role
of communication channels for transmitting electrical sigrnalthe cell center. At the

end of the dendrites, there is a special biological structure called synapse, which plays the

role of connecting gatewa for communication channelg fact, various signals are
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transmitted through the synapses and dendriteshé cell center, where they are

combined. The mentioned combining operation could be obtained by a simple algebraic

action In principle,evenif this is not the casdgy usingmathematical modeling it can

be considered as an ordinary summation actan this purposea special function is

applied to the signal, and the outstadifferentform of electrical signais transmitted

from anaxon (and its synapsdjrbughother cells.

The human braihasthe most evolvedtructureamong living organismdhe reasonare

as follows:

a. A human brain consists of at least ten to the power of elesemraleells or neurons.

b. It is one of the biggest brains among laling creatures. The intelligence factor is
not just due to the size of the brain, otherwise the elephant or the whale should be
smarter than humans. Human brain intelligenaduss tothe number of connections
between brain neuresnNeuron is the smallésinit of aNeural Networkthat forms
the function of neural networks, and each neuron has several parts:

i.  Soma or Body: It is modeled as a mathematical function.
ii.  Dendrites: Function inputs
iii.  Axon: Function output

Artificial neural networks procesasformation in a manner similar to the human brain.

They consist of a number of superficially interconnected processing elements (the neural

cell) that work together in parallel to solve a particular problem and cannot be

programmed to perform a specifask. Examples should be carefully selected; otherwise,
the uséul time is lost, oreven thenetwork may work incorrectly. Theeural Network
score is accordingpo its ability of solving unknown problems and its performance is
unpredictable.

An ANN forms a collection of neurons. The most important factors that differentiate

types and application®f the Neural Networkinclude the applied typef neurors, the

layout or structureand the inputiutput intervals. ArtificialNeural Networks are a

combinaion of neuronal complexewhich are very similar to biological neurons.

Thereforejt takes a lot of inputs with different weights and producespm-dependent
output. Biomedical neurons can be either causing it or not.
The structure of the cells in tinetwork is called network architecture. In the architecture

of a network, the number of layers and connections betweersatteamportant. Network
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inputs called "input layer" and network outputs called "output layer" and, if necessary,

layers between theswo layers are called hidden layé@&onzalez et al. 2008Figure

2.15represents a simple structure of Neural Network.

a.

Figure 2.15 Simple structure of the Neural Network

Input Layer Hidden Layer Output Layer

Output
_

Input layer: This layer receives inputs and sends the input signal to the next layer
based orits power connection with the next layer. Tiedationshippower of each
neuron with another neuron is called the weight attieuron.
Middle (hidden)layer: The number of interlaysrand the number dheir neurons is
arbitrary. The middle layers must be carefully selected to produce the proper output.
Output layer: Another group of neurons afeoms the outside world through its
outputs.TheNeural Networkacts like a function. This function accepts outputs and
inputs which are exactly same as the number of input and output neurons accordingly.
Among different types of neuraletworks,some of the common ones df&nngh
2011)

i.  Multi-LayerPerceptron

ii.  Hopfield Networkproposedy Hopfield(1982)

iii.  KohonenFeature MagKohonen 197)

iv.  Adaptive Resonance Theory
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The following table shows theorrespondence betwegmtificial Neural Networkand
Biological NeuralNetwork(BNN):
Table 22: Correspondence betwee NN and BNN

Artificial Neural Network Biological NeuralNetwork
Neuron Soma
Input Dendrite
Output Axon
Weight Synapse

2.5RESEARCH BACKGROUND

Wei Wang et al. (2011presented anethod based o@ellular Neural Networksand
Distributed Genetic Ayorithms (DGA) for infrared edgedetection They trained the
network using CNN format and distributed genetic algorithm. CNN can be used to
process infrared images with special modifications. The results of ékperiments
showed tht the edges detected by CNINGA were highly accurate. Similarly, compared

to the way CNN has been trained by tharticle Swarm Optimizatioalgorithm, the
speed of the proposed method has been significantly improved

Qingju et al.(2016) Provided an edge detection method in infrared images based on an
Ant ColonyOptimizationalgorithm. Edge extraction is one of the most important tasks
in detecting infraredmages The Ant Colony Optimizationalgorithms have properties

that can enhanceadtlefficiency of the edge detection system, control the naibehigh
precisionand can extract the right information from the edge. Along with these points, he
compared thé\nt Colony Optimization(ACO) with the classicaCanny Edge detéon
algorithm The results of the experiments showed that ACO had high efficiency for the
edge detectionf infrared images

Wanget al.(2011)Provided an AC@based method and a Sobel operator to identify the
edge in infrared images. His method used a Sobel operatont®l the primary position

of the ants in the ACA. This method has been able to detect thin edges well and improve
the overall performance of the algorithm. According to the report, the results of the tests

indicated a good performance of the proposethod.
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Qingjuet al. (2016)Jsing a morphologicaCanny compound, provided an algorithm for
edge detection in infrared imagery. Effective extraction of the edge curves of infrared
images helpd detecing the geometric properties afefects The results ofthe
experiments show that the algorithm has a high-moite effect and hasrecognized

better gometric properties of the edge.
2.6 CONCLUSION

Working with infrared images is very important. One of the important actions in the
processing of infrared images is edge detection. Because of providing useful data edge
detection has a great value.

Accordingly, in this chapterirst explanationsaboutinfrared imageswere provided.
Next,the concepts and definitions of image processing are described along with the image
segmentationThen the concepts and stratified algorithms were expresseldsigbme

part of the work done in this field weexpressed.

Next in this thesis:

In the third chapter, the proposed method will be explained, and the tools used in this
study will be described in detailn the fourth chapter, the proposed methadl be
evaluatedaccordingo other caseandwill be comparedwith each other.

In the fifth chapter, the resultsill be discussed and proposdor future worls will be

presented.
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3. DATA AND METHOD O

3.1INTRODUCTION

In the previous chapters, the importance of image processing and infrared images were
explained,and some of the majonethods used in image processing were considered.
After reviewingrelevantmethods and identifyingexisting research deficiencies awn
approach is proposed detectinfrared imagesdges Therefore, in this chapter, a general
research plans presented. Then, tools used in this reseamtiage segmentation,
extraction of expected area usiMgural Networkand edge detectioare discussed

Finally, the method of evaluating the proposed method is expressed.
3.2 APPLIED TOOLS

To implement the proposed method, MATLAB software is uséathWorks2015) In

this software, based on the demandshefresearchNeural Network, clustering and
image processing toolboxes were usElde name of this software is derived from the
EnglishMATrix LABoratory Label (MATLAB). MATLAB was first designedor better
accestbility of matrix software designed by LINPAGKand EICPACRK projects.
MATLAB is a hightlevel language initially developdzhsed o1€ language. It has a high
technical capability for computingand visualization.So, MATLAB is a modern
programming environment that includes high level data structures;datectio tools

It alsosuppors objectoriented programming, and so on. These factors are a great tool
for learning and researghurposes This programming language has many advantages
over common programming languagsach as Cfor solving technical problems.
MATLAB is an interactive language in which the initial data is an array that does not
require a dimension and its software package has been commercially available since 1984
and now serves as a standard tool in many universities and industries arowoddhe

It also provides es+to-use matrix, computational dunctional operations, various
algorithmsand easy communicatisrwith other programming languages. MATLAB
software has a wide range of applications, including image proceblantgINetworks,

control designAtrtificial | ntelligence, and so on. As stated, MATLAB is written in C for

1 MATrix LABoratory
2 LINear system PACKage
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speed and high performance, but its graphical interface is implemented with Java. One of
the main advantages of MATLAB is the easy learrabdity and thevariousaccessible
documents for learning and u3de other programming language applied in this study is

R language (R core Team 2017). R is a programming language for statistical computing

and graphics supported by the R Foundation for Statistical Camgput

3.30UTLINE OF THE THESIS

In general, working with raw images, identifying and extracting desiaoieerties of
any image requirundanental stegby-stepprocessesrhis studyalsofocuseson image
preparation and edge extractidn.this proposed methothe first step includes image
segmentation which is applied by two clustering algorithkisngansand Mean Shift
clustering. First, by using K-means clustering, the image is taken from the input unit
and segmented int& pieces. Then, using theMultilayer Perceptron (MLP) neural
network, which was previously trainedth the training datasethe ROIs areextracted
among all available k pieceROl is the cluster which includes edgdsen the extracted
region which isconverted to the binary image sent tothe edgedetectionunit. Edge
detection unit extracts the edges using the morphological operdtbessame procedure
is done by usingMean ShiftClustering instead of #neans clustering algorithm. The
reason of tie choice is due tihhe shortcoming of4neans in which the number of clusters
should be defined iadvance and it could cause thwasting spedilly in test part in
which the ést image is sent to the Neural Network algoritMean ShiftClustering has
this advantage asabuld figureout the number of clusteasitomatically This time after
receiving the image angre-processingstep in which possible noises are eliminated
image is segmented bylean Shiftclustering algorithmThen, using the MLP neural
network, which was previously trainedith the training dataset, tHeOI is extracted
among all available piece$hen the extractedegion, which is converted to the binary
image is sent to the eddetectionunit. Edge deteain unit extracts the edges using the
morphological operators.

The diagram of the pr@gsed method is drawn Figure 3.1
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